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Abstract. The games Gη1 (κ) and Gη<λ(κ) are played by two players in η+-

complete and max(η+ , λ)-complete Boolean algebras, respectively. For cardi-
nals η, κ such that κ<η = η or κ<η = κ, the (η, κ)-distributive law holds in a
Boolean algebra B iff Player 1 does not have a winning strategy in Gη1 (κ). Fur-
thermore, for all cardinals κ, the (η,∞)-distributive law holds in B iff Player
1 does not have a winning strategy in Gη1 (∞). More generally, for cardinals

η, λ, κ such that (κ<λ)<η = η, the (η, < λ, κ)-distributive law holds in B
iff Player 1 does not have a winning strategy in Gη<λ(κ). For η regular and

λ ≤ min(η, κ), ♦η+ implies the existence of a Suslin algebra in which Gη<λ(κ)
is undetermined.

0. Introduction

Games between two players arise naturally in the study of distributive laws in
Boolean algebras. Jech [3] obtained a game-theoretic characterization of the (ω,∞)-
distributive law using the game G which is played by two players in a complete
Boolean algebra B as follows: Player 1 begins the game by choosing some a0 ∈ B+

(where B+ = B\{0}); then Player 2 chooses some b0 ∈ B+ such that b0 ≤ a0.
The two players take turns choosing elements an, bn ∈ B+ to form a descending
sequence

a0 ≥ b0 ≥ a1 ≥ b1 ≥ · · · ≥ an ≥ bn ≥ · · · .(1)

Player 1 wins the play (1) iff the sequence (1) has no lower bound in B+. Jech
showed that the (ω,∞)-distributive law holds in B iff Player 1 does not have a
winning strategy in G. A few years later, Foreman [1] obtained a game-theoretic
characterization of the (η,∞)-distributive law for successor cardinals η. For a
partial ordering P, Fuchino, Mildenberger, Shelah, and Vojtáš [2] defined the game
G(P, η), which is played just like G, except that it is played in η-many rounds, where
Player 1 plays first at each limit ordinal. They showed that if P is separative, then
for all cardinals η the (η,∞)-distributive law holds in r.o.(P) (the regular open
algebra of P) iff Player 1 does not have a winning strategy in G(P, η).

Interested in the second parameter of the (ω, κ)-distributive law, Jech [4] defined
the game G1(κ) to be played in a complete Boolean algebra. At the beginning of the
game, Player 1 chooses some a ∈ B+ which is then fixed throughout the ω-many
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rounds. On the n-th round, Player 1 chooses Wn ⊆ B+, a partition of a such that
|Wn| ≤ κ; then Player 2 chooses some bn ∈ Wn. Player 1 wins the play

〈a,W0, b0,W1, b1, . . . ,Wn, bn, . . .〉(2)

iff
∧
n<ω bn = 0. Jech showed that, for all cardinals κ, the (ω, κ)-distributive law

holds in B iff Player 1 does not have a winning strategy in G1(κ).
In §1, we present the game Gη1 (κ) which generalizes G1(κ) to plays of uncount-

able length. We show that, for cardinals η, κ such that κ<η = η or κ<η = κ, the
(η, κ)-distributive law is characterized by the non-existence of a winning strategy
for Player 1 in Gη1 (κ). It immediately follows that the (η,∞)-distributive law holds
in B iff Player 1 does not have a winning strategy in Gη1 (∞). This yields a char-
acterization of (η,∞)-distributivity different than the characterization obtained by
Fuchino, Mildenberger, Shelah and Vojtáš in [2]. Moreover, it shows the equiva-
lence of the existence of a winning strategy for Player 1 in the games G(B+, η) and
Gη1 (∞).

In §2, we present the game Gη<λ(κ), played similarly to Gη1 (κ), except that now
Player 2 chooses less than λ-many pieces from each of Player 1’s partitions. We show
that, for cardinals η, κ, λ such that (κ<λ)<η = η, the (η,< λ, κ)-distributive law
holds iff Player 1 does not have a winning strategy in Gη<λ(κ). Since the (η,< ω, κ)-
distributive law is the same as the weak (η, κ)-distributive law, this yields a game-
theoretic characterization of the weak (η, κ)-distributive law for cardinals η, κ such
that κ<η = η. Moreover, for regular infinite cardinals η and cardinals λ, κ with
λ ≤ min(η, κ), we use ♦η+ to construct an η+-Suslin algebra in which Gη1 (κ) and
Gη<λ(κ) are undetermined.

1. The (η, κ)-distributive law and the game Gη1 (κ)

We begin by reviewing the following basic distributive law. Throughout this
paper, let B denote a Boolean algebra.

Definition 1.1 ([7]). B satisfies the (η, κ)-distributive law ((η, κ)-d.l.) if for each
|I| ≤ η, |J | ≤ κ, and family (bij)i∈I,j∈J of elements of B,∧

i∈I

∨
j∈J

bij =
∨

f :I→J

∧
i∈I

bif(i),(3)

provided that
∨
j∈J bij for each i ∈ I,

∧
i∈I
∨
j∈J bij , and

∧
i∈I bif(i) for each f :

I → J exist in B. We say that B is (η,∞)-distributive if it satisfies the (η, κ)-d.l.
for all cardinals κ.

Jech showed that the (η, κ)-d.l. is equivalent to the following forcing property.

Proposition 1.1 ([5]). If B is complete, then B is (η, κ)-distributive if and only
if every function from η to κ in the generic extension V [G] belongs to the ground
model V . B is (η,∞)-distributive if and only if every function f : η → V in V [G]
is in V .

The following generalizes Jech’s game G1(κ) to plays of uncountable length.

Definition 1.2. Let κ be any cardinal and η be any infinite cardinal. The game
Gη1 (κ) is played between two players in an η+-complete Boolean algebra B as follows:
At the beginning of the game, Player 1 (P1) chooses some a ∈ B+ which is fixed
throughout the η-many rounds. For α < η, the α-th round is played as follows: P1
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chooses a partition Wα of a such that |Wα| ≤ κ; then Player 2 (P2) chooses some
bα ∈Wα. In this manner, the two players construct a sequence of length η

〈a,W0, b0,W1, b1, . . . ,Wα, bα, . . . : α < η〉(4)

called a play of the game. P1 wins the play (4) if and only if∧
α<η

bα = 0.(5)

A strategy for P1 is a function σ : {0}∪(B+)<η → [B+]≤κ such that σ(0) = {a}
and for each 〈bα : α < β〉 ∈ (B+)<η, σ(〈bα : α < β〉) is a partition of a. σ is a
winning strategy if P1 wins every time P1 follows σ.

A strategy for P2 is a function τ : ([B+]≤κ)<η → B+ such that for each 〈Wα :
α ≤ β〉 ∈ ([B+]≤κ)<η, τ(〈Wα : α ≤ β〉) ∈ Wβ . τ is a winning strategy if whenever
P2 plays by τ , P2 wins.
Gη1 = Gη1 (∞) is the game played as above, except now P1 can choose partitions

of any size. We note that Jech’s game G1(κ) is the same as our game Gω1 (κ).

Remark. Gη1 can be played in a partial ordering P in the natural way: At the
beginning of the game, P1 chooses some fixed p ∈ P. On the α-th round, P1
chooses a maximal incompatible subset Mα ⊆ P below p; then P2 chooses one
element pα ∈Mα. This constructs the sequence

〈p,M0, p0,M1, p1, . . . ,Mα, pα, . . . : α < η〉.(6)

P1 wins the play (6) if and only if ∀q ∈ P, ∃α < η such that q 6≤ pα. If P is
separative, then the existence of a winning strategy for P1 (P2) is invariant when
passing to r.o.(P).

One can easily show that if P2 has a winning strategy in Gη1 (κ) (Gη1 ), then the
(η, κ)-d.l. ((η,∞)-d.l.) holds. Jech obtained the following characterization of the
(ω, κ)-d.l.

Theorem 1.2 ([4]). If B is complete, then the (ω, κ)-d.l. holds in B if and only if
P1 does not have a winning strategy in Gω1 (κ).

The “if” direction easily generalizes to all pairs of cardinals η, κ.

Theorem 1.3. If B is η+-complete and the (η, κ)-d.l. fails in B, then P1 has a
winning strategy in Gη1 (κ).

Proof. Follows from Theorem 2.2.

We have obtained the following partial converse to Theorem 1.3.

Theorem 1.4. If B is η+-complete and P1 has a winning strategy in Gη1 (κ), then
(1) the (κ<η, κ)-d.l. fails;
(2) the (η, κ<η)-d.l. fails.

Proof. (1) follows from Theorem 2.3. The proof of (2) uses ideas from Jech’s proof
of Theorem 1.2, the main difference being that here, limit ordinals must be treated
with care, as in Case 1, below. Let σ be a winning strategy for P1 in Gη1 (κ). Let
{a} = σ(0) and P0 = σ(〈 〉). For each x0 ∈ P0, let W1(〈x0〉) = {x0∧z : z ∈ σ(〈x0〉)}.
Let P1 =

⋃
{W1(〈x0〉) : x0 ∈ σ(〈 〉)}. For each x1 ∈ σ(〈x0〉), let W2(〈x0, x1〉) =

{x0∧x1∧z : z ∈ σ(〈x0, x1〉)}. Let P2 =
⋃
{W2(〈x0, x1〉) : x0 ∈ σ(〈 〉), x1 ∈ σ(〈x0〉)}.
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In general, given α < η and a sequence 〈xβ : β < α〉 ∈ (B+)α such that ∀β < α
xβ ∈ σ(〈xγ : γ < β〉), let

Wα(〈xβ : β < α〉) = {(
∧
β<α

xβ) ∧ z : z ∈ σ(〈xβ : β < α〉)},(7)

and let

Pα =
⋃
{Wα(〈xβ : β < α〉) : ∀β < α, xβ ∈ σ(〈xγ : γ < β〉)}.(8)

Note that
(a) ∀α < η, Pα ⊆ B+ is pairwise disjoint and |Pα| ≤ κα+1 ≤ κ<η.
(b) If β < α < η, then ∀x ∈ Pα ∃y ∈ Pβ such that y ≥ x.
(c) If α < η and ∀β < α, xβ ∈ σ(〈xγ : γ < β〉), then

∨
Wα(〈xβ : β < α〉) =∧

β<α xβ .

(d) ∀α < η,
∨
Pα+1 =

∨
Pα.

(e) If (i) β ≤ γ < η;
(ii) 〈xζ : ζ <β〉, 〈yζ : ζ<γ〉 are sequences such that ∀ζ <β, xζ ∈σ(〈xθ : θ<ζ〉)

and yζ ∈ σ(〈yθ : θ < ζ〉); and
(iii) ∃δ ≤ β such that xδ 6= yδ;
then

∧
ζ<β xζ ∧

∧
ζ<γ yζ = 0.

(a)-(d) are clear. For (e), if δ ≤ β is least such that xδ 6= yδ, then xδ, yδ ∈
σ(〈xζ : ζ < δ〉), a partition of a, so xδ ∧ yδ = 0.

Claim. The (η, κ<η)-d.l. fails for the collection Pα, (α < η). By (a), we can index
the elements of Pα using the index set κ<η so that Pα = {bα,γ : γ < κ<η}, allowing
repetitions.

Case 1. ∃α < η for which
∨
Pα < a. Let α be least such that

∨
Pα < a. (d)

implies α is a limit ordinal. We will show that the (α, κ<η)-d.l. fails for the
partitions Pβ (β < α) of a. Since

∧
β<α

∨
Pβ = a, it suffices to show that∨

f :α→κ<η

∧
β<α

bβ,f(β) ≤
∨

Pα.(9)

Let f : α → κ<η be given. ∀β < α, there is a sequence 〈xβζ : ζ ≤ β〉 such that
bβ,f(β) =

∧
ζ≤β x

β
ζ and ∀ζ ≤ β xβζ ∈ σ(〈xβγ : γ < ζ〉).

Suppose ∀ζ ≤ β < γ < α, xβζ = xγζ . ∀β < α, let xβ denote xββ . Then ∀β < α,
xβ ∈ σ(〈xζ : ζ < β〉), so (c) implies

∧
β<α xβ =

∨
Wα(〈xβ : β < α〉). Therefore,∧

β<α

bβ,f(β) =
∧
β<α

∧
ζ≤β

xβζ =
∧
β<α

xβ =
∨
Wα(〈xβ : β < α〉) ≤

∨
Pα.(10)

Otherwise, ∃δ ≤ β < γ < α such that xβδ 6= xγδ . In this case, (e) implies∧
ζ<α

bζ,f(ζ) ≤ bβ,f(β) ∧ bγ,f(γ) =
∧
ζ≤β

xβζ ∧
∧
ζ≤γ

xγζ = 0.(11)

Since (10) and (11) hold for all f : α→ κ<η, (9) holds. Therefore, the (α, κ<η)-
d.l. fails.

Case 2. For each α < η,
∨
Pα = a. (b) implies ∀β < α < η, Pα is a refinement of

Pβ . Let f : η → κ<η be given. We will show that
∧
α<η bα,f(α) = 0. If ∃α < η such

that bα,f(α) = 0, then we are done; so assume ∀α < η, bα,f(α) 6= 0.
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Suppose ∃β < α < η such that bβ,f(β) 6≥ bα,f(α). Then, bβ,f(β) ∧ bα,f(α) = 0,
since Pα is a refinement of Pβ . Hence,

∧
α<η bα,f(α) = 0.

Otherwise, ∀β < α < η, bβ,f(β) ≥ bα,f(α) > 0. Again, ∀β < α let 〈xβζ : ζ < β〉
be the sequence such that bβ,f(β) =

∧
ζ≤β x

β
ζ and ∀ζ ≤ β xβζ ∈ σ(〈xβγ : γ < ζ〉). We

claim that

∀ζ ≤ β < α < η, xβζ = xαζ .(12)

If (12) fails, then ∃δ, β, α with δ ≤ β < α < η such that xβδ 6= xαδ . Then
bβ,f(β) ∧ bα,f(α) = 0, by (e). But this implies bα,f(α) = 0, since bα,f(α) ≤ bβ,f(β).
Contradiction. Thus, (12) holds. ∀α < η let xα denote xαα. Then

〈a, σ(〈 〉), x0, σ(〈x0〉), x1, . . . , σ(〈xβ : β < α〉), xα, . . . : α < η〉(13)

is a play in Gη1 (κ) in which P1 follows σ. So,∧
α<η

bα,f(α) =
∧
α<η

∧
ζ≤α

xαζ =
∧
α<η

xα = 0.(14)

Since f : η → κ<η was arbitrary,∨
f :η→κ<η

∧
α<η

bα,f(α) = 0 < a.(15)

Thus, the (η, κ<η)-d.l. fails for the partitions Pα (α < η) of a.

Whether the full converse of Theorem 1.4 holds is unknown. However, for certain
pairs of cardinals η, κ we have the following:

Corollary 1.5. If B is η+-complete and κ<η = η or κ<η = κ, then the (η, κ)-d.l.
holds in B if and only if P1 does not have a winning strategy in Gη1 (κ).

From Corollary 1.5, we obtain a characterization of the (η,∞)-d.l. which differs
from the one given in [2].

Corollary 1.6. If B is η+-complete, then the (η,∞)-d.l. holds if and only if P1
does not have a winning strategy in Gη1 .

Corollary 1.6 implies that the existence of a winning strategy for P1 in Gη1 is
equivalent to the existence of a winning strategy for P1 in the game G(B+, η) in
[2].

Assuming GCH, Corollary 1.5 gives a characterization of the (η, κ)-d.l. for all
κ < η and for certain κ ≥ η.

Corollary 1.7 (GCH). If B is η+-complete, then ∀κ < η and ∀κ with cf(κ) ≥ η,
the (η, κ)-d.l. holds if and only if P1 does not have a winning strategy in Gη1 (κ).

Example 1. If η is regular and ♦η+ holds, then there is an η+-Suslin algebra in
which neither player has a winning strategy in Gη1 (κ). (This follows from Example
2 with λ = 2.)

Remark. η regular and ♦η+ imply that the existence of a winning strategy for P2
in Gη1 (κ) is strictly stronger than the (η, κ)-d.l. Example 2 in §2 will shed more
light on the difference between their relative strengths.
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2. The (η,< λ, κ)-distributive law and the game Gη<λ(κ)

Three-parameter distributivity is the natural generalization of weak distributiv-
ity and is defined as follows.

Definition 2.1 ([5]). B satisfies the (η,< λ, κ)-distributive law ((η,< λ, κ)-d.l.) if
for each |I| ≤ η, |J | ≤ κ, and family (bij)i∈I,j∈J of elements of B,∧

i∈I

∨
j∈J

bij =
∨

f :I→[J]<λ

∧
i∈I

∨
j∈f(i)

bij ,(16)

provided that
∨
j∈J bij for each i ∈ I,

∧
i∈I
∨
j∈J bij , and

∧
i∈I
∨
j∈f(i) bij for each

f : I → [J ]<λ exist in B. We say that B is (η,< λ,∞)-distributive if it satisfies the
(η,< λ, κ)-d.l. for all cardinals κ.

Note. The (η, κ)-d.l. is the same as the (η,< 2, κ)-d.l., and the weak (η, κ)-d.l. is
the same as the (η,< ω, κ)-d.l.

(η,< λ, κ)-distributivity is equivalent to the following forcing property.

Proposition 2.1. If B is complete, then B is (η,< λ, κ)-distributive if and only
if for every function g : η → κ in V [G] there is a function f : η → [κ]<λ in V such
that ∀α < η, g(α) ∈ f(α). B is (η,< λ,∞)-distributive if and only if for every
function g : η → V in V [G] there is some function f : η → [V ]<λ such that ∀α < η,
g(α) ∈ f(α).

The following game corresponds naturally to the (η,< λ, κ)-d.l.

Definition 2.2. Let η, κ be infinite cardinals and λ be a cardinal such that 2 ≤
λ ≤ κ. The game Gη<λ(κ) is played between two players in a max(η+, λ)-complete
Boolean algebra B as follows: At the beginning of the game, P1 chooses some
a ∈ B+. For α < η, the α-th round is played as follows: P1 chooses a partition Wα

of a such that |Wα| ≤ κ; then P2 chooses some Fα ∈ [Wα]<λ. In this manner, the
two players construct a sequence of length η

〈a,W0, F0,W1, F1, . . . ,Wα, Fα, . . . : α < η〉,(17)

called a play of the game. P1 wins the play (17) if and only if∧
α<η

∨
Fα = 0.(18)

A strategy for P1 is a function σ : {0} ∪ ([B+]<λ)<η → [B+]≤κ such that
σ(0) = {a} and for each 〈Fα : α < β〉 ∈ ([B+]<λ)<η, σ(〈Fα : α < β〉) is a partition
of a. σ is a winning strategy if P1 wins every time P1 follows σ.

A strategy for P2 is a function τ : ([B+]≤κ)<η → [B+]<λ such that for each
〈Wα : α ≤ β〉 ∈ ([B+]≤κ)<η, τ(〈Wα : α ≤ β〉) ∈ [Wβ ]<λ. τ is a winning strategy if
whenever P2 follows τ , P2 wins.
Gη<λ = Gη<λ(∞) is the game played just as Gη<λ(κ), except now P1 can choose

partitions of any size. Let Gηfin(κ) denote Gη<ω(κ). Jech’s game Gfin(κ) in [4] is the
same as Gωfin(κ). Note that Gη<2(κ) = Gη1 (κ).

Remark. Gη<λ can be played in a partial ordering in the natural way. As before, if
P is separative, the existence of a winning strategy for P1 (P2) in Gη<λ is invariant
under the completion of P.
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Note. In a max(η+, λ)-complete Boolean algebra, the following hold: For η0 ≤
η1, κ0 ≤ κ1, and λ0 ≥ λ1, a winning strategy for P1 in Gη0

<λ0
(κ0) is a winning

strategy for P1 in Gη1
<λ1

(κ1); conversely, a winning strategy for P2 in Gη1
<λ1

(κ1) is a
winning strategy for P2 in Gη0

<λ0
(κ0). If P2 has a winning strategy in Gη<λ(κ) (Gη<λ),

then the (η,< λ, κ)-d.l. ((η,< λ,∞)-d.l.) holds.

Theorems 1.3 and 1.4 (1) are consequences of the following two theorems. The-
orem 2.2 is a generalization of a result of Jech [4] which states that the failure of
the weak (ω, κ)-d.l. implies the existence of a winning strategy for P1 in Gωfin(κ).

Theorem 2.2. If B is max(η+, λ)-complete, λ ≤ κ, and the (η,< λ, κ)-d.l. fails,
then P1 has a winning strategy in Gη<λ(κ).

Proof. If the (η,< λ, κ)-d.l. fails, then there is a family Wα = {bαβ : β < κ} ⊆ B+,
(α < η), such that

∨
f :η→[κ]<λ

∧
α<η

∨
β∈f(α) bα,β = 0 <

∧
α<η

∨
β<κ bα,β. Let

a =
∧
α<η

∨
β<κ bαβ . P1 wins if P1 chooses a at the beginning of the game, and

∀α < η, P1 plays Wα.

Theorem 2.3. If B is max(η+, λ)-complete, λ ≤ κ, and P1 has a winning strategy
in Gη<λ(κ), then the ((κ<λ)<η, < λ, κ)-d.l. fails in B.

Proof. Suppose σ is a winning strategy for P1. Let {a} = σ(0) and W〈 〉 = σ(〈 〉).
Index the elements of [W〈 〉]<λ using s(0) ∈ κ<λ so that [W〈 〉]<λ = {F〈s(0)〉 : s(0) ∈
κ<λ}. Let W〈s(0)〉 = σ(〈F〈s(0)〉〉) be the partition of a which P1 chooses according
to σ if P2 has just chosen F〈s(0)〉 ∈ [W〈 〉]<λ. In general, for α < η and s ∈ (κ<λ)α,
given a sequence 〈Fs�1, Fs�2, . . . , Fs�(β+1), . . . : β < α〉 of P2’s moves, let

Ws = σ(〈Fs�(β+1) : β < α〉)(19)

be the partition of a which P1 chooses according to σ. Index the elements of [Ws]<λ

using s(α) ∈ κ<λ so that

[Ws]<λ = {Fs_s(α) : s(α) ∈ κ<λ}.(20)

Note that {Ws : s ∈ (κ<λ)<η} is a listing of all the possible choices for P1 under
σ, and {Fs : s ∈ (κ<λ)<η and dom(s) is a successor ordinal} is a listing of all the
possible choices for P2 when P1 follows σ.

Claim. The ((κ<λ)<η, < λ, κ)-d.l. fails for the partitions Ws (s ∈ (κ<λ)<η) of a.
For each s ∈ (κ<λ)<η, use κ to index the elements of Ws so that Ws = {bs,j : j < κ}.
It suffices to show that for every f : (κ<λ)<η → [κ]<λ,∧

s∈(κ<λ)<η

∨
j∈f(s)

bs,j = 0.(21)

Let f : (κ<λ)<η → [κ]<λ be given. To show (21), we construct a sequence
t ∈ (κ<λ)η with the following two properties:

(a) ∀ α < η, Ft�(α+1) = {bt�α,j : j ∈ f(t � α)};
(b) 〈a〉_〈Wt�α, Ft�(α+1) : α < η〉 is a play of Gη<λ(κ) in which P1 follows σ.
Let t(0) be the unique element of κ<λ for which F〈t(0)〉 = {b〈 〉,j : j ∈ f(〈 〉)}. In

general, for α < η and given 〈t(β) : β < α〉, let t(α) be the unique element of κ<λ

for which

F〈t(β):β<α〉_t(α) = {b〈t(β):β<α〉,j : j ∈ f(〈t(β) : β < α〉)}.(22)
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Let

t = 〈t(α) : α < η〉 ∈ (κ<λ)η.(23)

It follows from (19), (20), (22), and (23) that t satisfies properties (a) and (b).
Thus, ∧

s∈(κ<λ)<η

∨
j∈f(s)

bs,j ≤
∧
α<η

∨
Ft�(α+1) = 0,(24)

since property (a) implies the inequality and property (b) implies the equality in
(24). Thus, (21) holds. Since f was arbitrary, the ((κ<λ)<η, < λ, κ)-d.l. fails for
the partitions Ws (s ∈ (κ<λ)<η) of a.

Corollary 2.4. If B is max(η+, λ)-complete and (κ<λ)<η = η, then the (η,< λ, κ)-
d.l. holds in B if and only if P1 does not have a winning strategy in Gη<λ(κ).

Corollary 2.5 (GCH). Suppose B is max(η+, λ)-complete, λ ≤ κ, and either (a)
κ+ ≤ η, or (b) κ = η and η is regular. Then the (η,< λ, κ)-d.l. holds in B if and
only if P1 does not have a winning strategy in Gη<λ(κ).

It is not immediately clear whether the existence of a winning strategy for P2
is equivalent to the non-existence of a winning strategy for P1 in Gη<λ(κ). For η
regular and λ ≤ min(κ, η), I have constructed the following Suslin algebra in which
they are not equivalent.

Example 2. If η is regular, λ ≤ min(κ, η), and ♦η+ holds, then there exists an
η+-Suslin algebra in which the game Gη<λ(κ) is undetermined.

We construct a Suslin tree (T,4) = (η+,4) such that neither player has a
winning strategy in Gη<λ(κ) played in r.o.(T ∗), where (T ∗,4∗) = (T,<). In light of
the natural correspondence between partitions of r.o.(T ∗) and partitions of levels
of T , we need only work with partitions of levels of T . Since T will satisfy the
η+-c.c. and P1 must choose partitions of levels of T of cardinality ≤ κ, we need
only consider partitions of levels of T of size ≤ µ = min(η, κ). Every partition of
some level of T into ≤ µ-many pieces will be an element of the set ([η+]≤η)≤µ. ♦η+

implies |([η+]≤η)≤µ| = η+, so we can index the elements of ([η+]≤η)≤µ by

([η+]≤η)≤µ = {Wα : α < η+} = {〈Fα,β : β < µ〉 : α < η+},(25)

where each Fα,β ∈ [η+]≤η. It will be useful later that ∀α < η+, the elements of Wα

are ordered.
The collection {Wα : α < η+} will include all partitions of levels of T . The

functions f : (η+)<η → µ<λ include all the strategies for P2. η ≥ µ ≥ λ and ♦η+

imply |(η+)<η × µ<λ| = η+, so let φ : (η+)<η × µ<λ → η+ be a bijection. For each
α < η+, we will construct Lev(α) = η · (α+ 1)\η · α and a partition Pα of Lev(α).
{Pα : α < η+} will be used later to show that P2 does not have a winning strategy.

Construction of (T,4) and {Pα : α < η+}: Let Lev(0) = η. Let P0 = 〈P0,β :
β < µ〉 be a partition of Lev(0) into µ-many non-empty subsets.

Let α < η and suppose Lev(α) and Pα have been constructed. Let s : η × µ →
η · (α + 2)\η · (α + 1) be a bijection. ∀γ < η let Sγ = {s(γ, β) : β < µ}. For each
γ < η, let the immediate successors of η · α + γ ∈ Lev(α) be the elements of Sγ .
This constructs Lev(α + 1). For β < µ, let Pα+1,β = {s(γ, β) : γ < η}, and let
Pα+1 = 〈Pα+1,β : β < µ〉. Pα+1 is a partition of Lev(α + 1) into µ-many disjoint
subsets, each of size η.
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Now consider a limit ordinal α < η+ and suppose that ∀β < α, Lev(β) and
Pβ have been constructed. Let Tα =

⋃
β<α Lev(β). Let (a) be the statement,

“Tα = α, {Pβ : β < α} ⊆ {Wβ : β < α}, and φ′′(α<η × µ<λ) = α.” If (a) does not
hold, then for each t ∈ Tα, pick one α-branch Bt ⊆ Tα which contains t and put
one element of η · (α+ 1)\η · α on top of Bt at level α. Do this in such a way that
Lev(α) = η · (α+ 1)\η · α.

Suppose (a) holds. Let 〈Aα : α < η+〉 be a ♦η+ -sequence fixed throughout the
construction of T . Let (b) be the statement, “Aα is a maximal antichain in Tα”,
and let (c) be the statement, “Aα = φ(f) ∩ α for some f : (η+)<η → µ<λ.” Let
t ∈ Tα. If (b) holds, then ∃u ∈ Aα such that t 4 u or t � u; let r ∈ Tα such that
r < t, u. If (b) does not hold, then let r = t. If (c) does not hold, then pick Bt ⊆ Tα
an α-branch containing r and put one element of η · (α+ 1)\η ·α above Bt at level
α. Otherwise, (c) holds. Let δ = ht(r) and let g : δ + 2→ η+ be the function such
that ∀γ ≤ δ + 1, Wg(γ) = Pγ . If P1 plays the sequence 〈Pγ : γ ≤ δ + 1〉 and P2
follows f , then on the δ + 1-st round, P2 chooses

{Fg(δ+1),β : β ∈ f(〈g(γ) : γ ≤ δ + 1〉)} = {Pδ+1,β : β ∈ f(〈g(γ) : γ ≤ δ + 1〉)}.
(26)

Let ζ < µ be such that ζ /∈ f(〈g(γ) : γ ≤ δ + 1〉). By construction, there exists
exactly one successor of r in Pδ+1,ζ , say s. Choose an α-branch Bt ⊆ Tα which
contains s and put one element of η · (α+ 1)\η · α above Bt at level α.

Do this for each t ∈ Tα in such a manner that Lev(α) = η · (α + 1)\η · α. Now
that Lev(α) has been constructed, choose a partition Pα = 〈Pα,β : β < µ〉 of Lev(α)
into µ-many non-empty, disjoint subsets.

Let T =
⋃
α<η+ Lev(α). Let CL = {α < η+ : α is a limit ordinal}, CT =

{α < η+ : Tα = α}, CP = {α < η+ : {Pγ : γ < α} ⊆ {Wγ : γ < α}}, and
Cφ = {α < η+ : φ′′(α<η × µ<λ) = α}. It is not hard to show that CL, CT , CP ,
and Cφ are c.u.b. subsets of η+. (Regularity of η is necessary to ensure that Cφ is
c.u.b.)

By the usual argument, T is an η+-Suslin tree. r.o.(T ∗) satisfies the (η,∞)-d.l.,
so P1 does not have a winning strategy in Gη1 (κ), by Theorem 1.4 (2). Since Gη1 (κ)
is easier for P1 to win than Gη<λ(κ), P1 does not have a winning strategy in Gη<λ(κ).

Claim. P2 does not have a winning strategy in Gη<λ(κ) played in r.o.(T ∗). Let
f : (η+)<η → µ<λ be a strategy for P2, and let

α ∈ CL ∩ CT ∩ CP ∩ Cφ ∩ {β < η+ : φ(f) ∩ β = Aβ}.(27)

Let p ∈ Lev(α), t ∈ Tα such that p is placed above Bt in the construction of Lev(α),
δ = ht(t), and s ∈ Bt ∩ Lev(δ + 1). Let g : δ + 2 → η+ be the function such that
∀β ≤ δ + 1, Wg(β) = Pβ. Statements (a) and (c) hold for α, so the construction of
Lev(α) ensures that s ∈ Pδ+1,ζ for some ζ /∈ f(〈g(γ) : γ ≤ δ + 1〉). Thus, s does
not get chosen by f when P1 plays the sequence 〈Pβ : β < α〉; that is,

s /∈
⋃
{Pδ+1,θ : θ ∈ f(〈g(γ) : γ ≤ δ + 1〉)}.(28)

p � s implies there is no α-branch in
⋂
β<α

⋃
{Pβ,θ : θ ∈ f(〈g(γ) : γ ≤ β〉)}

below p. Since this holds for all p ∈ Lev(α), f is not a winning strategy for P2 in
r.o.(T ∗).
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3. Open problems

Example 2 reveals a curious fact: For η regular, (η,∞)-distributivity does not
imply P2 has a winning strategy in the game Gη<λ(κ), for any κ and any ω < λ ≤
min(η, κ), even though it is much easier for P2 to win Gη<λ(κ) than Gη1 .

Problem 1. Show within ZFC that the existence of a winning strategy for P2 in
Gη<λ(κ) is stronger than the (η,< λ, κ)-d.l.; or else find a model of ZFC in which
they are equivalent.

Kamburelis showed that P1 does not have a winning strategy in Gωfin(κ) iff the
weak (ω, κ)-d.l. holds and V B |= [κ]ω ∩ V is stationary [6].

Problem 2. Find a complete characterization of the non-existence of a winning
strategy for P1 in Gη<λ(κ) in terms of the (η,< λ, κ)-d.l. and an extra condition
similar to that of Kamburelis.
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