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1 Introduction

The pressure of an interaction is a crucial quantity studied in statistical mechanics and
dynamical systems. In the former, it coincides with the specific Gibbs free energy of a
statistical mechanical system (e.g. [16, Part III] and [35, Chapter 3-4]). In the latter, it
is a generalization of topological entropy and has many applications in a wide variety
of classes of dynamical systems, ranging from symbolic to smooth systems (e.g. [8,
23, 40]).

In this paper, we continue the development in [15, 29, 9] of representing pres-
sure with a simplified expression and using this to prove the existence of efficient
algorithms for approximating pressure.

We consider nearest-neighbour (n.n.) real-valued interactions ® on Z, i.e. in-
teractions defined only on configurations on single sites and pairs of adjacent sites.
Since pressure is normally defined for stationary interactions, we assume that our
interactions are stationary here. Also, we allow the possibility of forbidden configu-
rations & on pairs of adjacent sites, and so the space of feasible configurations on Z4
may be constrained. In the dynamical systems literature, the space of such feasible
configurations is known as a nearest-neighbour shift of finite type (n.n. SFT), that
here we denote (&) (see Section 3.1).

A specification  for a n.n. interaction @ is a uniquely determined collection of

¢

Borel probability measures 7; given in an explicit form in terms of @, for configu-
rations on finite subsets A of Z¢ and feasible configurations & on the boundary of A.
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A Gibbs measure | for a n.n. interaction P is a Borel probability measure on Q2 (&),
whose conditional probability distributions on any such A agree with the specifica-
tion for @ for all boundary conditions & of positive fl-measure.

Gibbs measures exist for all n.n. interactions (and, indeed, for much more general
interactions), but a given n.n. interaction may have more than one Gibbs measure. In
many cases, including the ones of most interest to us here, there is a n.n. interaction ¢
which gives rise to a parameterized family of interactions {{ (15}§>0, and uniqueness
of Gibbs measures holds for sufficiently small { (the so-called subcritical region) and
uniqueness fails for sufficiently large { (the so-called supercritical region).

Given a n.n. interaction ¢ on a n.n. SFT Q(&), we can associate an energy to any
feasible configuration on a finite subset A of Z¢. The partition function Z?\’ of @ on
A corresponds to the sum over all feasible configurations on A of a function (namely,
e~ of their corresponding energy, and the pressure P() is defined as the asymptotic
exponential growth rate of the partition function Zg’n on an increasing sequence of

boxes B,, which exhausts Z¢, as n — co. Note that P(®) implicitly depends on Q(&).

When d = 1, there is a closed-form expression for P(®) in terms of the largest
eigenvalue of an adjacency matrix formed from @ (see [28, p. 99]). In contrast, when
d > 2, there are very few n.n. interactions & for which P(®) is known exactly.

There is much work in the literature on numerical approximations of P(®), both
for somewhat general @ and somewhat specific @ (see [4, 14]). In our paper, we take
a theoretical computer science point of view (see [26]): an algorithm for computing
a real number r is said to be poly-time if for every N € N, the algorithm outputs an
approximation ry to r, which is guaranteed to be accurate within % and takes time at
most polynomial in N to compute. In that case, we say that r is poly-time computable.

One of our goals is to prove the existence of poly-time algorithms for P(®) under
certain assumptions on @ and Q(&). While one might expect such algorithms to exist
for most @ and Q (&) of practical interest, there exist (&) for which even P(0)
(which corresponds to the topological entropy of (&), when the n.n. interaction
is @ = 0) is not poly-time computable and some for which P(0) is not computable
at any rate (see [22]). However, the closed-form expression when d = 1 mentioned
above, always gives a poly-time algorithm in that case.

We follow an approach initiated by Gamarnik and Katz [15], and further devel-
oped by two of the authors [29] of the present paper. The basic idea is motivated by
the variational principle [23, Section 4.4], which asserts that P(®) is the supremum
over all stationary Borel probability measures i on (&) of the sum of two quanti-
ties: one quantity is the measure-theoretic entropy h(l) of p and the other quantity
is the integral, with respect to U, of a simple explicit function A : Q(&) — R, de-
termined by &. The entropy A(u) can be expressed as the integral, also with respect
to i, of a function known as the information function I, i.e h(u) = [I,dp. The
supremum is always achieved by a Gibbs measure u for &, and so for such u, we
can write P(®) = [ (I, +Aq¢)dpu.

The idea of [15] was to represent P(P) as the integral of the same integrand, but
with respect to a simpler measure v, i.e. P(®) = [ (I, +Aa)dv. This is what we call
a pressure representation and requires some assumptions on (L, v and Q(&).
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A pressure representation becomes especially useful for approximating P(®) in
the case that v is a periodic point measure, i.e. a measure which assigns equal weight
to each distinct translation of a given periodic configuration (this was the only case
considered in [15]). Then [ (I, +Ag)dVv becomes a finite sum. The terms in this sum
corresponding to Ag are easy to compute. In this way, the problem of approximating
P(&) (and therefore proving that P(<) is poly-time computable) reduces to approxi-
mating /;; on a single periodic configuration and its translates.

The pressure representation theorems in [15] and [29], as well as in our paper
(see Theorem 6.3), work in all dimensions d. Among other conditions, these results
require conditions on (&) and a convergence condition for certain sequences of
finite volume half-plane measures (different convergence conditions in the different
results). In the case d = 2, if the convergence holds at exponential rate, then one
obtains a poly-time algorithm for approximating P(®) (see Theorem 9.1). For d > 2,
one can deduce an algorithm for approximating P(®) with sub-exponential but not
polynomial rate.

In [15] and [29], the convergence condition is given in terms of the information
function I;; of a stationary Gibbs measure p for the interaction. In our paper, the
condition is given in terms of a closely related function /;, which depends only on
the specification 7 of the interaction (see Section 6.2), in contrast with [15] and [29].
This is natural, since the pressure depends only on the interaction and not on any
particular Gibbs measure (L.

In [15], the convergence condition is strong spatial mixing of a Gibbs measure
U for the n.n. interaction @. This condition is known to imply that there is a unique
Gibbs measure for @ and thus can be applied only in the uniqueness (subcritical)
region of a given model. The convergence conditions in [29] are weaker but also
apply primarily to this region. However, in our paper, since our convergence condition
depends only on the interaction, one might expect that the pressure representation and
approximation results can apply in the non-uniqueness region as well. Indeed, they
do. As illustrations, we apply these results to explicit subcritical and supercritical sub-
regions of the 2-dimensional (ferromagnetic) Potts, (multi-type) Widom-Rowlinson
and hard-core models. In particular, for the pressure approximation results for these
models, we establish the required exponential convergence conditions. However, we
believe that our results are applicable to a much broader class of models, in particular
satisfying weaker conditions on Q (&) (e.g. the topological strong spatial mixing
property, introduced in [9]). We remark that the strong spatial mixing condition of
[15] is a much stronger version of our condition, and so in this sense our results
generalize some results of that paper (in particular, for the hard-core model on Z?).

In the case of the 2-dimensional ferromagnetic Potts model, we obtain a pressure
representation and efficient pressure approximation for all B # B.(g), where ¢ is
the number of colours, B is the inverse temperature and B.(q) = log(1 4+ ,/q) is the
critical value which separates the uniqueness and non-uniqueness regions. Our proof
in the non-uniqueness region generalizes a result from [11] for ¢ = 2 (i.e. the Ising
model) and we closely follow their proof, which relies heavily on a coupling with the
bond random-cluster model and planar duality. For the uniqueness region, our result
follows from [3]. (See Corollary 2, part 1.)
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For the Widom-Rowlinson and hard-core models, our results are not as complete
as in the Potts case, since the subcritical and supercritical regions for these two mod-
els haven’t been completely determined, in contrast with the Potts model. We also
expect our results can be improved, because they only apply to proper subsets of the
currently known uniqueness/non-uniqueness regions.

For the Widom-Rowlinson model, in the supercritical region, we use a variation
of the disagreement percolation technique introduced in [7], combined with the con-
nection between the Widom-Rowlinson model and the site random-cluster model. In
the subcritical region, we apply directly the results in [7]. (See Corollary 2, part 2.)

For the hard-core model, in the supercritical region, we combine the coupling in
[7] and a Peierls argument used by Dobrushin (see [13]). In the subcritical region,
we use a recent result on strong spatial mixing for the hard-core model in Z2. (See
Corollary 2, part 3.)

For the Potts model, we also extend the pressure representation, by a continuity
argument, to give an expression for the pressure at criticality. It is of interest that
there is an exact, explicit, but non-rigorous, formula for the pressure at criticality due
to Baxter [5]. So, our rigorously obtained expression should agree with that formula,
though we do not know how to prove this statement. It seems that Baxter’s explicit
expression gives a poly-time approximation algorithm, but we cannot justify that our
expression is poly-time computable.

We remark that the finite volume half-plane measures mentioned above typically
are constant on their bottom boundaries and thus are related to wetting models (see
[34, 38]). Our proofs are related with such models where the interaction with the
hard-wall is the same as the bulk interaction.

The remainder of the paper is organized as follows. Since we have drawn heavily
on many concepts from many different sources, for the convenience of the reader we
have collected a good deal of relevant background material early in the paper. This
can be found in Section 2, Section 3, Section 4, Section 5 and Section 7, with the
notable exception of Lemma 5.5 in Section 5, there is very little new material in those
sections. In Section 2 and Section 3, we review the fundamentals on configuration
spaces on Z“, Gibbs measures and pressure. In Section 4, we review the specific
lattice spin systems models to which we apply our main results, and in Section 5 we
review the bond and site random-cluster models which are intimately connected with
two of our models. Our pressure representation theorem is contained in Section 6. We
review spatial mixing and stochastic dominance in Section 7 and use these concepts in
Section 8 to help establish exponential convergence results for our models. Finally,
in Section 9, we combine our pressure representation theorem and our exponential
convergence results in Section 8 to obtain pressure representations and poly-time
algorithms for our models.
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2 Definitions and preliminaries
2.1 Hypercubic lattice Z¢

Given d € N, we consider the d-dimensional hypercubic lattice 74, which can be
regarded as a countable graph with regular degree 2d, where V(Z%) = Z is the set
of sites and E(Z?) = {{x,y} : x,y € Z%, |lx— y|| = 1} is the set of bonds, with [lx|| =
Y%, x| the 1-norm. We will mainly focus our attention on the case d = 2.

Two sites x,y € Z¢ are adjacent if {x,y} € E(Z%) and we will denote this by
x ~ y. All subsets of sites in Z¢ will be denoted with uppercase Greek letters (e.g.
A, A, @, etc.). Whenever a finite set A is contained in an infinite set A, we denote
this by A € A. The (outer) boundary of A C Z¢ is the set dA of x € Z¢\ A which
are adjacent to some element of A, i.e. A := {x € A°:dist({x},A) =1}, where
dist(A1,A2) = mingea, yen, X — y||, for Aj, Ay C Z?. We also write the closure of
A as A := AUJA. On the other hand, the inner boundary of A C 74 is the set
JA := dA° of x € A which are adjacent to some element of A°. When denoting
subsets of Z¢ that are singletons, brackets will be usually omitted, e.g. dist(x,A) will
be regarded to be the same as dist({x},A).

A path T € Z% will be any sequence of distinct sites xi,...,x, such that x; ~ x;1,
for all 1 <i < n. Similarly, a circuit C € 74 will be any path xy,...,x, with n > 4 such
that, in addition, x,, ~ x;. We will say that the circuit is simple if x; ~ x; iff |i — j| = 1
or {i, j} = {1,n} (in particular, xi, ..., x, are all distinct). For A,® C Z¢, a path from
A to O is a path T whose first site is in A and whose last site is in ©. A set A C Z¢
is said to be connected if for every x,y € A, there is a path T from x to y contained in
A (i.e. TC A). A set A € Z? is said to be simply lattice-connected if A and A€ are
both connected.

In Z¢ we can also define an alternative notion of adjacency and therefore, an
alternative notion of boundary, inner boundary, closure, path, connectedness, etc., by
replacing the 1-norm || - || with the eo-norm || - ||, defined as [|x||e = max;—; 4 |xi,

for x € Z¢. When referring to these notions with respect to the co-norm, we will
always add a x superscript and talk about x-adjacency x e y , x-boundary 0*A, inner
*-boundary 9*A, %-closure T, *-path, x-connectedness, etc. Notice that two sites x
and y are x-adjacent if they are adjacent in a version of the d-dimensional hypercubic
lattice Z¢ including in addition diagonal bonds. We will denote this version of the
lattice by Z4*.

A natural order on Z is the so-called lexicographic order, where y < x (or x > y)
if and only if y # x and, for the smallest i for which y; # x;, y; is strictly smaller than
x;. We also denote y < x (or x = y) if y < x or y = x. Considering this order, we define
the family of sets S, ; € 74 as:

Sy 1= {x=0:—y<x<z}, 2.1

where y, z € Z¢ are such that y,z > 0 (here 0 denotes the vector (0, ...,0) € Z¢ and >,
the coordinate-wise comparison of vectors). In addition, given n € N, we define the
n-block as the set B, := [—n,n]¢ NZ4 and we abbreviate by S,, the set Stnin=Bn\ Z,
where 22 := {x € Z¢ : x < 0} denotes the (lexicographic) past of Z¢ and 1, the vector
(1,...,1) ez
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2.2 Configuration spaces

Consider a finite set of symbols o called the alphabet. A configuration is a map
0:A — o, forsome 0 #A C Z% (i.e. 6 € o7), which will be usually denoted with
lowercase Greek letters 6, 7, V. The set A is called the shape of 8, and a configuration
will be said to be finite if its shape is finite. For any configuration 6 with shape A
and A C A, 0(A) denotes the restriction of 6 to A, i.e. the sub-configuration of 0
occupying A. We will usually save the Greek letters £ and 7 to denote configurations
whose shape is the boundary dA of some given set A. For A; and A; disjoint sets, 6 €
@/ and T € 722, 7 will be the configuration on A; LI A, defined by (607)(A;) = 0
and (67)(Ay) = 7. Fora € o/ and A C Z¢, a”* denotes the configuration of all a’s on
A. A point is a configuration with shape Z¢, i.e. an element of .27 Zd, usually denoted
with the Greek letter ®.

Given sets A, Ay C 74 A C AiNA; and a pair of configurations 6 € gM T e
o/ we define the set of A-disagreement as:

2a(0,7):={xeA:0(x) £1(x)}, 2.2)

i.e. the set of sites in A where 6 and 7 differ.

The map o : Z9 x %" — 7% will be the shift action on /%" defined by
(x,®) — oy(®), where x € Z¢ and @ € T, with (ox(®)) (y) = o(x+y), for
y € Z4. We also extend the shift action o, to configurations with arbitrary shapes, i.e.
given 8 € o/, we define 0,(6) € 7~ as the configuration such that (c,(0)) (y) =
O(x+y),forye A —x.

Given a point ® € &%, we define its orbit as the set O(®) := {o(@)} cza. We
will say that a point @ is periodic if |O(®)| < .

2.3 Borel probability measures

Given a configuration € </, we define the cylinder set [0]p = {® € P
®(A) = 0} (orjust [8], if A is understood). We denote by .%, the c-algebra gener-
ated by all the cylinder sets with shape A and set .# := % .

A Borel probability measure [l on % is a measure determined by its values on
cylinder sets of finite configurations such that p (< Zd) = 1. Given a cylinder set [6],
we will just write 1 (6) for the value of u([6]). The support of such a measure {4 is
defined as:

supp(u) := {a) c o™ ‘u(w(A)) >0, forall A € Zd}. (2.3)

Given A C A C Z? and a measure i on .%,, we denote by u| 4 the restriction (or
projection or marginalization) of i to F#,4.

A measure U is shift-invariant (or stationary) if i(ox(A)) = u(A), for all mea-
surable sets A € .% and x € Z¢. Given any point @ € &/ Z' and A € F, we define the
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delta-measure supported on ® as the measure:

1 ifweA
O0p(A) = ’ 2.4
o(4) {0 otherwise. 24)

If @ is a periodic point with orbit O(®) = { @, ..., @}, we define v? to be the
shift-invariant Borel probability measure supported on O(®) given by:

1
v .= Z (8, + 4 B, ) - 2.5)

2.4 Markov random fields

Definition 2.1. Given A C Z¢, a probability measure p on o/ is a Markov random
field (A-MRF) if. for any subset ® € A, any 0 € &/°, any A € A 5.t. IONA C A C
A\ O, and any T € /4 with p(t) > 0, it is the case that:

p(8l) = p (6]7(9011A)). 2.6)

In other words, an MRF is a measure where every finite configuration conditioned
to its boundary is independent of the configuration on the complement.

3 Specifications, Gibbs measures and pressure
3.1 Gibbs specifications

Fix a dimension d € N and let & = (&1,...,8,;) be a set of constraints such that
& C a/? fori=1,....d. Given any set A C Z¢ and a configuration 6 € &7, we
say that 0 is feasible for & if for every x € A such that {x,x+¢;} C A, we have that
(0(x),0(x+e;)) & &, where ey, ..., e, is the canonical basis. The nearest-neighbour
shift of finite type (n.n. SFT) (&) induced by &, is the set of points:

Q&)= {we%Zd tois feasible}. 3.1

We will always assume that Q (&) # 0.

In the symbolic dynamics literature, a feasible configuration on a set A is called
locally admissible, and is called globally admissible if it also extends to a point of
Q(&).

Notice that Q(&) is always a shift-invariant set, i.e. 0,(Q2(&)) = Q(&), for all
x € Z4. Givenan.n. SFT Q(&), .41 (2(&)) denotes the set of Borel probability mea-
sures whose support supp(ft) is contained in Q(&') and .4} 5 (R2(&)) C A1 (L2(&)),
the corresponding subset of shift-invariant Borel probability measures. Given a con-
figuration 6 € &7/, [6}%& will denote the set [8]4 N Q(&) (or just [0]2(€) if A is
understood).
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Definition 3.1. A nearest-neighbour (n.n.) interaction for a set of constraints & is
a real-valued shift-invariant function @ from the set of configurations on sites x
and feasible configurations on bonds {x,x+ ¢;} to R, for x € 74 and i=1,...,d.
Here, shift-invariance means that ®(c,(0)) = ®(0) for configurations 0 on sites
and bonds, and for all x € 74.

Often in the literature a n.n. interaction is not required to be shift-invariant. Our
assumption of shift-invariance on a n.n. interaction fits naturally with the shift-in-
variance of a n.n. SFT. Clearly, a n.n. interaction is defined by only finitely many
numbers, namely the values of the interaction on configurations on {0} and bonds
{0,¢;}, fori=1,...,d.

We can view an interaction ¢ as implicitly determining the constraints &, and
hence (&), by the absence of & from the domain of ¢. Some authors incorporate
the constraints by allowing the interaction to take the value +oo.

Definition 3.2. Given a n.n. interaction ® for a set of constraints & and a set A € 7,
we define the energy function Ef\) o/ = Ras:

d
EP0):=Y o0(x)+Y Y @0(xx+el)), (3.2)

XEA i=1{xx+e;}CA

where 0 is any feasible configuration in </"*. We define the partition function of A
as:

7% .= Y exp (-E$(0)), (3.3)
0 feasible

and the following boundary-free probability measure on </ :

34

(1) = %exp (—E2(0)) if 6 is feasible,
0 otherwise.

Analogously, for an arbitrary ® € Q(&), we can take § = @(dA) and consider:

Z25 = Y exp(—E2(68)), (3.5)
0: 6& feasible

and then define the &-boundary probability measure on o/ :

Z<I+-é eXp (fE%(Gé)) if & is feasible,
‘A

75 (0) := (3.6)

0 otherwise.

The collection T = {nﬁ }a is called a Z¢ Gibbs specification for the n.n. inter-
action ®. For A C A and T € o/4, we marginalize as follows:

=Y 7). 3.7)
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Notice that each ﬂi is an MRF on <. In addition, a Gibbs specification 7 as

defined above is always stationary, in the sense that nX‘fE) (ox(A)) = 717/‘% (A), for every
A C a7 We will usually think of the set of restrictions & implicit when considering
an.n. interaction @. Given a point @ € (&), we will abbreviate:

79 () =m0, 3.8)

3.2 Gibbs measures

Definition 3.3. A nearest-neighbour (n.n.) Gibbs measure for a n.n. interaction P is
ameasure 1L € M1 (2(&)) such that for any A € Z¢ and ® € A" with u(w(dA)) >
0, we have that Zf’w(aA) > 0 and:

18] Zae) (@) = 7(6) p-as., (3.9)

for 6 € o7\, where {77:/% }A ¢ is the stationary 74 Gibbs specification for ®.

While our interactions and specifications are assumed to be shift-invariant, a
Gibbs measure for such an interaction may or may not be stationary. The definition
of n.n. Gibbs measure, shows that such a measure is an MRF. The definition is stated
only for cylinder events [6] in A, but this is equivalent to the usual definition with
general events A € . instead.

Every n.n. interaction & has at least one (stationary) n.n. Gibbs measure (special
case of a general result in [35, Theorem 3.7 and Theorem 4.2]). For a single @, mul-
tiple Gibbs measures can exist. This phenomenon is usually called a phase transition.

3.3 Pressure

Now we proceed to define the pressure of a n.n. interaction .

Definition 3.4. Given a n.n. interaction ® for a set of restrictions &, the pressure of
P is defined as:

1
P(®) := lim — logZ§ . (3.10)

n—eo |Bn‘

Given n € N, we can also define an analogous version Zg _ of the partition func-
tion Zgﬂ, but over globally admissible configurations:

78 = Y exp (—Eg (6)). (3.11)
0ca/Bn:[9]R(6) L0

Notice that Zg’n < Z‘g . The following result states that in the normalized limit,
both quantities coincide.
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Theorem 3.1 ([35, Theorem 3.4], see also [14, Theorem 2.5]). Given a n.n. interac-
tion D for a set of restrictions & :

. 1 5P
P(®) = ,}E}}omngBn' (3.12)
The pressure is the main quantity of interest in this paper. Our goals are to find
simple representations of pressure in terms of very special configurations and use this
to develop efficient (in principle) algorithms to approximate the pressure.

4 Main models: Potts, Widom-Rowlinson and hard-core

In this section we introduce the three main families of lattice models studied in this
paper. The first one will be the Potts model, which can be regarded as a generalization
of the Ising model by considering more than two types of particles. The second one,
the Widom-Rowlinson model, is also a multi-type particle system but with hard-core
exclusion between particles of different type. The third one is the classical hard-core
model.

4.1 The (ferromagnetic) Potts model

Givend,q € Nand 8 > 0, the Z? (ferromagnetic) Potts model with q types and inverse
temperature [ is defined over the alphabet <7, = {1,...,¢} and given by the n.n.
interaction:

—B ifO(x)=0(x+e),

®p(6) = {o if 0(x) # 0(x+¢;), -1

for 6 € %{x"x+‘)"} ,xe7d i= 1,...,d, where the constraints &; are empty. The spec-
ification ﬂEP = {ng N A& induced by Pp defines the (ferromagnetic) Potts model,
where neighbouring sites preferably align to each other with the same type or “colour”
from the alphabet 7.

A measure U € .4 (.%Zd) is called a Potts Gibbs measure for g types and inverse
temperature 8 > 0 if it is a n.n. Gibbs measure for the specification nEP above.

Theorem 4.1 ([6]). For the Z* (ferromagnetic) Potts model with q types and inverse
temperature [3, there exists a critical inverse temperature B(q) := log(1+/q) such
that uniqueness of Gibbs measures holds for B < B.(q) and for B > B.(q) there is a
phase transition.

4.2 The (multi-type) Widom-Rowlinson model

Givend,q € Nand A > 0, the Z¢ Widom-Rowlinson model with q types and activity
A is defined over the alphabet %, = {0,1,...,q}, and given by the set of constraints



12 Stefan Adams et al.

&= (&,...,E), where & = {6 € (5,\{0})*: 6(1) # 6(2)}, forall i = 1,...,d,
and by the n.n. interaction for & over configurations on sites:

42
0 if§ =0, “42)

—log(d) if@6e{l,...,q},

D, (6) = {
where 0 € @éx} and x € Z?. The specification ﬂ)‘yR = {nf At induced by @; de-
fines the (multi-type) Widom-Rowlinson model, where neighbouring sites are forced
to align to each other with the same type or “colour” from the alphabet %, or with 0.
A measure U € /%1(%§d) is called a Widom-Rowlinson Gibbs measure for g
types and activity A > 0 if it is a n.n. Gibbs measure for the specification nXVR above.

Theorem 4.2 ([36], see also [19]). For the Z* Widom-Rowlinson model with q types
and activity A, uniqueness of Gibbs measures holds for sufficiently small A and there
is a phase transition for sufficiently large A.

4.3 The hard-core lattice gas model

Given y > 0, the Z? hard-core model with activity y is defined over the alphabet
{0,1}, and given by the set of constraints &, where & = {(1,1)}, foralli=1,...,d,
and the the n.n. interaction for & over configurations on sites:

-1 if6 =1,
e8] = {o e £6—0 @3

for 6 € {0,1}1, x € Z4. The specification E)I,{C = {7175 AJa induced by @, defines
the hard-core model, where neighbouring sites cannot be both 1.

A measure u € ., ({0, I}Zd) is called a hard-core Gibbs measure for activity
y>0if it is a n.n. Gibbs measure for the specification m,'" above.

Theorem 4.3 ([17, Theorem 3.3]). For the 72 hard-core model with activity vy, unique-
ness of Gibbs measures holds for sufficiently small y and there is a phase transition
for sufficiently large 7.

For both the Potts and Widom-Rowlinson models we will also distinguish a par-
ticular type of particle or colour in the alphabet. W.l.o.g., we can take the type ¢ in
Jz{ql or %, \ {0}, respectively. Given this colour, we will denote by ®, the fixed point
g% . For the hard-core model, we will consider the two special points ©® and 0,
given by:

»© (x) 1= {O if ) ;x; is even, 4.4)

1 if ¥;x; is odd,

and 0 = o, (©®)).
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5 Random-cluster models

The Potts and Widom-Rowlinson models have interpretations in terms of a random-
cluster representation. The Potts model is related to a random-cluster model on bonds
(via the so-called Edwards-Sokal coupling), while the Widom-Rowlinson is naturally
related to a random-cluster model on sites.

Definition 5.1. A coupling of two probability measures py on a finite set X and p>
on a finite set Y, is a probability measure P on the set X X Y such that, for any A C X
and B CY, we have that:

P(AXY)=pi(A) and P(X x B) = p2(B). (5.1)

5.1 The bond random-cluster model and the Potts model

We will make use of the bond random-cluster model. One of our main results, Part I
of Theorem 8.1, is proven using arguments based on this model. This model is a two
parameter family of dependent bond percolation models on a finite graph. We are
mainly interested in finite subgraphs of Z> and we describe the model with boundary
conditions indexed by i =0, 1.

Fix a finite simply lattice-connected set of sites A. Let E°(A) denote the set of
bonds with both endpoints in A and E'(A) the set of bonds with at least one endpoint
in A. We speak of a bond e as being open if w(e) = 1, and as being closed if w(e) =0.

Definition 5.2. Given a finite simply lattice-connected set A, and parameters p €
[0,1] and g > 0, we define the free (i = 0) and wired (i = 1) bond random-cluster
distributions on E'(A) (i = 0,1) as the measures ¢;-q-,/\ that to each w € {0,1}F'4)
assigns probability proportional to:

, ; #1(w) P
(P;SI,Z;,A (W) o H pw(e)(l _p)lfw(e) qkA(w) _ <1fp> qk/\(w), (5.2)

e€Ei(A)

where #1(w) is the number of open bonds in w and k% (w) and k) (w) are the number
of connected components (including isolated sites) in the graphs (A,{e € E°(A) :
w(e) =1}) and (Z*,E°(Z*\ A)U{e € E'(A) : w(e) = 1}), respectively.

Notice that when g = 1, we recover the ordinary Bernoulli bond percolation mea-
sure @, o, while other choices of ¢ lead to dependence between bonds. For given p
and g, one can also define bond random-cluster measures (]),(,fl, on Z2 as a limit of

finite volume measures (P]()i)q A @=0,1).

Theorem 5.1 ([17, Lemma 6.8]). For p € [0,1] and g € N, the limiting measures:

05 = 1im ¢ ie{0,1}, (5.3)

n—soo | P:d:An’

exist and are translation invariant, where {A,}, is any increasing sequence of finite
simply lattice-connected sets that exhausts 7.*.
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General bond random-cluster measures on Z> can be defined using an analogue of
the DLR condition [20, Definition 4.29]. For g > 1, there is a value p.(q) that delimits
exactly the transition for existence of an infinite open cluster for these measures. It
is known [20, p. 107] that for ¢ > 1 and p < p.(g), there is a unique such measure
which we denote by ¢, , (characterized by the nonexistence of infinite open clusters),

and that coincides with ¢,(,0) and (}),(,lq) in this region. It was recently proven (see [6])
that pc(q) = 1+f’ for every g > 1.

Let p = 1 — e P. The free Edwards-Sokal coupling IP’( ) 4 (see [20]) is a cou-
The wired Edwards-
Notice that p.(g) =

pling between the boundary-free Potts measure n[g and q)
(1 )

p q A
Sokal coupling IP’
1 —eBela),

These couplings are measures on pairs of site configurations and corresponding
bond configurations. The projection to site configurations is the boundary-free/®,-
boundary Potts measure, and the projection to bond configurations is the free/wired
bond random-cluster measure, respectively.

aA is a coupling between 77:ﬁ ", and d)p GA

Theorem 5.2 ([20, Theorem 1.13]). Let A be a finite simply lattice-connected set,
geN, andlet p € [0,1] and B > 0 be such that p=1—eB. Then:

1. Forw € {0, l}El( the conditional measure Pp oA (- }sz/\ x {w}) on 7} is ob-
tained by putting random colours on entire clusters of w not connected wzth 72\ A
(of which there are k) (w) — 1) and colour q on the clusters connected with Z* \ A.
These colours are constant on given clusters, are independent between clusters,
and the random ones are uniformly distributed on the set 7.

2. For 0 € &/, the conditional measure IP’ ( {0} x {0, I}E ) on {0, 1}E1<A)
is obtained as follows. Consider the extended configuration 6= Gq‘M and an ar-
bitrary bond e = {x,y} € E'(A). If 0(x) # 6(y), we set w(e) = 0. If 8(x) = O(y),
we set:

(5.4)

1 with probability p,
w(e) = .
0 otherwise,

the values of different w(e) being (conditionally) independent random variables.

The couplings can be used to relate probabilities and expectations for the Potts
model to corresponding events and expectations in the associated bond random-
cluster model. A main example is a relation between the two-point correlation func-
tion in the Potts model and the connectivity function in the bond random-cluster
model [20, Theorem 1.16].

By considering a displaced version of Z2, namely %1 + 72 (the dual lattice), we
can define a notion of duality for bond configurations w. Notice that every bond
e € E(7?) (if we think of bonds as unitary vertical and horizontal straight segments) is
intersected perpendicularly by one and only one dual bond e¢* € E (%1 +72), so there
is a clear correspondence between E(Z?) and E(11+ Z?). We are mainly interested
in wired bond random-cluster distributions on the set of sites B, := [-n+1,1n]> N Z2.
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Given n € N, if we consider the set of bonds E! (En), it is easy to check that there is a
correspondence e — ¢* between this set and the set of bonds from %1 + Z? with both
endpoints in [—n,n]>N (314 Z*), which can be identified with the set E°(B,,). Then,
given a bond configuration w € E'(B,,) we can associate a dual bond configuration
w* € E%(B,) such that w*(e*) = 0 if and only if w(e) = 1.

Considering this, we have the corresponding equality:

Proposition 5.3 ([20, Equation 6.12 and Theorem 6.13]). Givenn €N, p € [0,1] and
qeN:

ol ()=l 5 (w), (5.5)

P:4:Bn

for any bond configuration w € {0, l}El B), ywhere B, = [-n+1,n>*NZ? and p* €
[0,1] is the dual value of p, which is given by:

*
] —
p_4a(-p) (5.6)
1—p* P
The previous duality result can be generalized to more arbitrary shapes and it has
also a counterpart from free-to-wired boundary conditions, instead of from wired-to-
free.

The unique fixed point of the map p — p* defined by (5.6) is

V4
7

tioned above, is known to coincide with the critical point p.(q) for the existence of
an infinite open cluster for the bond random-cluster model (see [6, Theorem 1]). It is
easy to see that p > p.(q) iff p* < p.(q).

and, as men-

5.2 The site random-cluster model and the Widom-Rowlinson model

In a similar fashion to the bond random-cluster model, we can perturb Bernoulli site
percolation, where the probability measure is changed in favour of configurations
with many (for g > 1) or few (for ¢ < 1) connected components. The resulting model
is called the site random-cluster model.

Definition 5.3. Given A € 72, and parameters p € [0,1] and q > 0, the wired site
random-cluster measure l//(l(; A is the probability measure on {0,1}* which to each

P
8 € {0, 1} assigns probability proportional to:

xXEA

Vi (6) = {Hp”“(l —p)' 0 } g (@ = 2O g @ (5)

where A = %, #1(0) is the number of 1’s in 0 and K (0) is the number of connected
components in {x € A : 6(x) = 1} that do not intersect dA.

The free site random-cluster measure I[/;(‘); 4 1s defined as in (5.7) by replacing
K4 (0) by the total number of connected components in A. However, we will not re-
quire that measure in this work. In any case, taking g = 1 gives the ordinary Bernoulli
site percolation Y, 4, while other choices of g lead to dependence between sites, sim-
ilarly to the bond random-cluster model.
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Proposition 5.4. Given a set A € 72 and parameters A > 0 and g € N, consider the
Widom-Rowlinson with q types distribution and monochromatic boundary condition
ﬂfq/\. Now, let f - %? — {0,1}" be defined site-wise as:

0 ifo(x)=0,

1 if6(x) £0, o8

(f(6))(x) = {

for 6 € %’,’]‘ and x € A, and let p = HLX Then, f*nﬁq/\ = W;;};A’ where f*ir;)q/\() =

77:/(10"A (f~'(")) denotes the push-forward measure on {0,1}.

The requirement that k4 (-) does not count connected components that intersect
the inner boundary of A in the site random-cluster model, corresponds to the fact
that non 0 sites adjacent to the monochromatic boundary @,(dA) in the Widom-
Rowlinson model must have the same colour q.

For g = 2, Proposition 5.4 is proven in [21, Lemma 5.1 (ii)], and the proof extends
easily for general g. Proposition 5.4 can be regarded as a coupling between nﬁ /. and

1//](,1(3 A» because a push-forward measure can be naturally coupled with the original

measure.

It is important to notice that W;)I; 4 is itself not an MRF: given sites on a simple
circuit C, the inside and outside of C are generally not conditionally independent, be-
cause knowledge of sites outside C could cause connected components of 1’s in C to
“amalgamate” into a single component, which would affect the conditional distribu-
tion of configurations inside C. The following lemma shows that in certain situations,
when conditioning on a circuit C labeled entirely by 1’s, this kind of amalgamation
does not occur.

Lemma 5.5. Let 0 # © C A € Z? be such that A¢ U®” is connected. Take A =
9*@ N A. Consider an event A € Fg and a configuration T € {0,1}*, where £ C
A\®". Then:

il @t =yl (a[140Me). (5.9)

Proof. W.l.o.g., we may assume that A is a cylinder event [8] with 8 € {0,1}® (by
linearity) and X = A \@ (by taking weighted averages).

Now, X =A \@ can be written as a disjoint union of x-connected components
X =K;U---UK,.Forevery i, 0*K; C ACU®" (in fact, *K; C ACUA). Since ACUO”
is connected and A is finite, for every site in 0*K; there is a path to infinity that does
not intersect K.

Then, by application of a result of Kesten (see [24, Lemma 2.23]), 0*K; is con-
nected, for every i. In addition, we have that A = @ LUAUX and 9*K; C A°UA.

We claim that:

K4 (V) = kA (V(O)140%) +i Kk (V(K)) = Kx (0(O)120%) + kx (1),  (5.10)
=1

for any v € {0,1}" such that v(A) = 14 and v(X) = 7.
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To see this, given such v, we exhibit a bijection » between the connected compo-
nents of v that do not intersect dA and the union of: (a) the connected components
of v(O®)140* that do not intersect dA, and (b) the connected components of v (K;)
that do not intersect dK;, for all i; namely, if C C A is a connected component of v,
then r is defined as follows:

CNe" ifCnO" +0,

r(C):{c ifccx. G.11)

In order to see that r is well-defined, note that if C intersects ®" and X, the set
CN®" is still connected thanks to the fact that 9*K; is connected and v(A) = 14,
To see that r is onto, observe that if C’ is a connected component of v(@)lAOE,
then there is a unique component C of v such that C NO" =, due again to the
fact that 0*K; is connected. And r is clearly injective because two distinct connected
components cannot intersect.

Fig. 1 A x-connected O (in black), the set A = 9*@ N A (in dark grey) and A€ (in light grey) for A =S, ..

Finally, we conclude from (5.10) that:

| )L#I(SIA‘:)qKA(SIA‘:)
Vi (0] 147) =

5.12
Loefo,1}A0(a)=14 p(x)=c AF1(V)gFa () (5.12)

A#1(014)+# () g*a (8140%)+xz(7)

= .1
T e 0.1y so(z)—s AT V@I 12 g (0(0)130%) 5 (7 G-19

#1(014) 1k (61401\07) _,
A 1 (6]140M®"), (5.14)

B 0
Zée{(} 130 l#l(élA)qKA(élAOA\W) Yp.a.4

as we wanted. O
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Remark 1. We claim that if  # ®@ C A € Z?* are such that A€ is connected, © is *-
connected and ©" N OA # 0, then A¢ U®" is connected, which is the main hypothesis
of Lemma 5.5. This follows from the easy fact that the x-closure of a x-connected set
is connected.

6 Pressure representation
6.1 Variational principle

The variational principle states that the pressure of an interaction has a variational
characterization in terms of shift-invariant measures. We state the variational princi-
ple below for the case of an n.n. interaction @ for a set of restrictions &.

Theorem 6.1 (Variational principle [23, 33, 35]). Given a n.n. interaction P for a
set of restrictions &, we have that:

@)= sup (h(u)+ / AW) 7 6.1)
peM c(2())

where:

- Ap(®) = —@ (0(0)) - YL, D (0({0,¢;})), for ® € Q(&), and
- h(u) = limy_e ﬁ Y ocmn 1(0)log(1(0)) is the measure-theoretic entropy of
U, where 0log0 = 0.

In this case, the supremum is also always achieved (see [23, Section 4.2]) and any
measure which achieves the supremum is called an equilibrium state for Ag. So, if u
is an equilibrium state, then:

P(®) = h(u) + / Apdy. 6.2)

For a shift-invariant measure y and A € Z<\ {0}, define:

Pua(0) = pu(o(0)|o(A)), (6.3)

and let py () := lim, ;. py N2 (®), which exists p-a.s. [23, Theorem 3.1.10] by
Lévy’s zero-one law. In addition, let:

Iy(w) := —logpy (), (6.4)

which is also defined p-a.s. and is usually called the information function. It is well-
known (see [16, p. 318, Equation 15.18] or [27, Theorem 2.4, p. 283]) that for any
shift-invariant measure p, h(i) = [ I dp. Therefore, if y is an equilibrium state for
&, we can rewrite the preceding formula for P(®) as:

P(@®) = [ (1 +As)dn. 6.5)

So, the pressure can be represented as the integral of a function, determined by
an equilibrium state y and &, with respect to L.
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In this section, we show that the pressure can be represented as the integral of a
function similar to I, +Ag, with respect to any invariant measure v, assuming some
conditions. This is useful for approximation of pressure when V is an atomic measure
supported on a periodic configuration (see Section 9).

One of the conditions involves the SFT Q(&).

Definition 6.1. A n.n. SFT Q (&) for a set of constraints & satisfies the square block
D-condition if there exists a sequence of integers {ry }n>1 such that "t — 0 as n — oo
and, for any finite set A €By,, , 0 € /B and © € 7

(0], [7]909) £0 = [97]*“) £0. (6.6)

This condition is a strengthened version of the classical D-condition (see [35,
Section 4.1]) which guarantees that the set of Gibbs measures for @ coincides with
the set of equilibrium states for Ag.

Definition 6.2. Given a set of restrictions &, the corresponding n.n. SFT Q(&) C

A" and a € o, we say that (&) has a safe symbol a if (a,b), (b,a) ¢ &;, for every
bed, foralli=1,...,d.

It is easy to see that if (&) has a safe symbol, then it satisfies the square block
D-condition. For the sets of restrictions & in the Potts, Widom-Rowlinson and hard-
core models, the corresponding n.n. SFT Q(&) has a safe symbol in each case (any
a €y, 0€ B, and 0 € {0,1}, respectively), so (&) satisfies the square block
D-condition for the three models.

6.2 The function 7 and additional notation

Given a n.n. interaction @ for a set of constraints &, we will define some useful
functions from Q(&) to R. First, given 0 € A € Z% and @ € (&), we define:

74 (0) 1= 72(6(0) = 0(0)) = 77" (6(0) = 0(0)). ©6.7)

Recall that, for y,z € Z¢ such that y,z > 0, we have defined the set S .z as {x =
0: —y <x<z}. Now, given y,z > 0 and ® € (&), define m,.(®) := 75, (@) and,
given n € N, abbreviate 7, (®) := my,,1,(®). Considering this, we also define the limit
f(w) := lim, e T, (@), whenever it exists. If such limit exists, we will also denote
Iz(@) := —log #(w).

It is not difficult to prove that under some mixing assumptions over an MRF u,
namely the SSM property introduced in Definition 7.1 (see Section 7), and assuming
that supp(u) = £(&), one has that the original information function /,; coincides
with I in Q(&). In this sense, our definition provides a generalization of previous
results (see [15]), where I, may not be even well-defined.

Now, suppose we have a shift-invariant measure v such that supp(v) C Q(&).
We say that:

lirﬁn 7, .(®) = #(®) uniformly over w € supp(Vv), (6.8)
e
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if for all € > 0, exists k € N such that for all Vy,z > 1k:
|77:y,z((u) — ﬁ?((o)| < g, for all @ € supp(V). (6.9)
In addition, we introduce the following bound:
cz(v) :=inf{ms (@) : 0 € A € Z%, @ € supp(V)}. (6.10)

Lemma 6.2. Let © be a n.n. interaction P for a set of restrictions &, with © and
Q(&) the corresponding specification and n.n. SFT. Then, if Q(&) has a a safe sym-
bol, we have that c(v) > 0, for any shift-invariant measure v such that supp(v) C
Q).

Proof. The proof is analogous and a particular case of [29, Proposition 2.17]. In that
reference, under these assumptions, it is shown that c, (V) := inf{u(@(0)|w(A)) :
A € Z4\ {0}, € supp(v)} > 0, for a given n.n. Gibbs measure p for &. We leave
it to the reader to verify that cz(v) > ¢y (v), for any such p. O

In fact, much weaker conditions than the existence of a safe symbol are sufficient
for the result of Lemma 6.2 and also for having the square block D-condition. See,
for example, the single-site fillability property [29] and the topological strong spatial
mixing property [9]. Notice that, since the Potts, Widom-Rowlinson and hard-core
models have a safe symbol, we have that c(v) > 0, for any shift-invariant v with
supp(v) € Q(&).

6.3 Pressure representation theorem

Pressure representation results can be found in [29, Theorems 3.1 and 3.6]. Those
results are not adequate for the application to the specific models we are considering
in this paper. Instead we will use the following result, whose proof is adapted from
the proof of [29, Theorem 3.1], as well as an idea of [29, Theorem 3.6]. In contrast
to the results of [29], our result makes assumptions on the specification rather than a
Gibbs measure.

Theorem 6.3. Let @ be a n.n. interaction for a set of restrictions & and suppose that
Q(&) satisfies the square block D-condition. Let v be a shift-invariant measure such
that supp(v) C Q(&) and cz(v) > 0. In addition, suppose that:

liLn T, (@) = ft(®) uniformly over ® € supp(V). (6.11)
yz—reo

Then:
P(®P) =/(in—|—Aq>)dV. (6.12)

Proof. Choose ¢ < 0 and L > 0 to be lower and upper bounds respectively on values
of @. Given n € N, let r, be as in the definition of the square block D-condition and
consider the sets B, and A, := B,.,,. We begin by proving that:

710228, +lo2 7, ((B,)) + Ef, (0(8,))) 0, (613
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uniformly in @ € Q. For this, we will only use the square block D-condition. We fix
neN, o € supp(v) and let m, := |A,| — |By|. Let C; > 1 be a constant such that
forany A € 74, the total number of sites and bonds contained in A is bounded from
above by Cy|A|.

my (0(B,)) > mg (0(A,)) (6.14)
exp(—E2-(0(A,)))
= 2 5 (6.15)
29:9(0(3/\,,) feasible exp(—EE(Gw@A,,)))
_E® _
N exp(—Ef, (0(B,) —CamiL) 616

B ZredBn:r feasible eXp(ngn (T)) ‘%|Cdmn EXP(*Cdmng)

~ exp(~EE (0(B,)))
- Zy,

exp(m,(Cyl —C4L—Cylog|e])).  (6.17)

Now, if Ty achieves the maximum of 77:/‘\‘:1 (o(B,)T) over T € & An\Bn | then:

my (©(B,)) = Y Ty (©(B,)7) (6.18)
t€a/Mn\Bn:o(B,)1 feasible
< | |"my (0(Bn) Tmax) (6.19)
o exp(~EX(@0(By) Tmax @(9An)))
= |oZ|™n n 5 (6.20)
26:6(0(8/\,,) feasible exp(—EE(Gw@An)))
—E2 (0(B,)) — Cymyt
< || exp(—Eg (0(B,)) — Cympl) 621)

_RrP
Y ecamipgasee 57 exp(—CymyL)

_ xp(—Ef, (@(B,)))
B 4

exp(—my(Cql — CyL—Cylog|eZ|)), (6.22)

where the square block D-condition has been used in (6.21). Therefore,

D
Zg,
vAS
72

o™ < 1Y (©(Ba))Zs, exp(Ep, (0(By))) < am, (6.23)

where o := ¢~ (Cal=Cal—Calog|/]) Gince B4 — 0 and ﬁ (logZ® —logZg ) — 0
(thanks to Theorem 3.1), we have obtained (6.13).

We use (6.13) to represent pressure:

ogZ.
P(®) = lim —=Br — Jim / |T]|3"dv (6.24)

dv. (6.25)
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. logZg . .
(Here the second equality comes from the fact that %‘T” is independent of @,
n

and the third from (6.13).) Since v is shift-invariant, it can be checked that:

—E2 (0(B,
s ACIC D) / Apdv, (6.26)

n—so0 |Bn ‘

and so we can write:

log % (w(B
P(d) — / Agdv— lim de. 6.27)
n
It remains to show that:
—log7m? (w(B .
lim [ 20874, (@BA) / iodv. (6.28)
n—yeo Byl

Fix ® € supp(v) and denote ¢ := cz(v). We will decompose 7 (®(B,)) as a
product of conditional probabilities. By (6.11), for any € > 0, there exists k := k¢ so
that for y,z > 1k, |m, . (w) — #(w)| < € for all ® € supp(Vv). For x € B,,_;, we denote
B, (x) := {y € By—1 : y < x}. Then, we can decompose 7 (0(B,)) as:

Ty (0(B,)) = 1ty (0(9B,)) IB'I my (o(x)|@ (B, (x)UdB,)) (6.29)
=7}, (0(2By)) IB'I Ty(3) 2() (Ox(@) (6.30)

where y(x) := 1n+x and z(x) := 1n — x, thanks to the MRF property and stationarity
of the specification.
Let’s denote R, s := B, \ B,,_¢. Then, B, = dB,, LIB,,_¢_1 LUR,_ x and we have:

1Bl IRy -1 4] H ﬂy(x)ﬁz(x)((yx(a)))gn/“"n(a)(Bn)) (6.31)

xX€By_p—1

< H 75,(x>7z(x>(0'x(a))). (632)

x€B, 1
Taking —log(-), we have that:
0 < —logzmy (0(By)) — EBZ —10g y(1) 1) (O (@)) (6.33)
xX€B, k-1
< (|9Bu| + [Ru—14]) log (7). (6.34)
So, by the choice of k, forx € B, _;_1,
|7y (0).2) (0(@)) = (0 (@))| < &, (6.35)

and since 7ry(y) () (0x(@)), #(0x(®)) > ¢ > 0, by the Mean Value Theorem:

| —log 7y(y) () (0:(®)) — Iz (0())| < e, (6.36)
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It follows from (6.11) that & is the uniform limit of continuous functions on
supp(V). In addition, #(w) > ¢ > 0, for all @ € supp(v). Therefore, we can inte-
grate with respect to v to see that:

‘/—logﬂ o (G(@))dv — /1,r ®)dv

We now combine the previous equations to see that:

<ecl. (6.37)

[ 1o (0B v ~ [ (@)avie, ©39)
< [Byg—1lec™" +(|9By| + [Ry—14]) log (¢ 7). (6.39)
Notice that, for a fixed &, lim,,_seo W =0and lim,_s. ‘BTB"‘ il — 1. There-
fore,
—logn? (o(B
Ty / Ix(®)dv < liminf Mc{v (6.40)
n—oo |Bn‘
—logn? (w(B
< limsup ~logms, (0(B)) (6.41)
n—soo B,
< /I}((o)dv+8c*1. (6.42)
By letting € — 0, we see that:
—log®
lim —logmy, (@(By)) / fe(o (6.43)
= o
completing the proof. O

7 Spatial mixing and stochastic dominance

From now on, when talking about specifications for the Potts, Widom-Rowlinson and
hard-core lattice models, we will distinguish them by the subindex corresponding to

the parameter 8, A or ¥ of the model, i.e. ﬂg should be understood as a probability
g

measure in the Potts model, 77:;: A in the Widom-Rowlinson and Ty A in the hard-core
lattice model, and 7g, 7 and 7y will denote the corresponding specifications. Also,

we will write 717/[3, #P and I,e for the functions w4, & and I,, in the Potts model, and

short-hand notations when A = §), or Sy, . For example,

7f (@) =75 (0) =755 " (6(0) = 0(0))

The analogous notation will be used for the Widom-Rowlinson and hard-core cases,
but using the parameters A and ¥, respectively.
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7.1 Spatial mixing properties

We now introduce concepts of spatial mixing that we will need in this paper. Let
f N —R5( be a function such that f(n) \,0 as n — oo.

Definition 7.1. Given A C Z¢, we say that a A-MRF U satisfies strong spatial _mixing
(SSM) with rate f(n) for a class of finite sets € if for any A € € such that A C A,
any @ C A, 0 € &7© and &1 € 7% with w(&)u(n) >0,

[u(6]6) —u(6n)] < |Of (dist(®, Zy4 (G, 1)) - (7.1)

We say that a Gibbs specification T = {ﬂf }a e satisfies SSM with rate f(n) for a
class of finite sets € if each element ﬂfi satisfies SSM with rate f(n) for the class €
restricted to subsets of A.

If there exists C, a0 > 0 such that f can be chosen to be f(n) = Ce™*", we say that
exponential SSM holds.

Definition 7.2. (/3, p. 445]) A Z¢-MRF u satisfies the ratio strong mixing property
for a class of finite sets & if there exists C,a > 0 such that for any A € €, any
0, CAand & € o7 with u(&) >0,

_HANBE) | 4
SUP{’u(Alé)u(Blé) 1'AEJ@’BG%»u<Alé>u<B|g>>°}

S C Z efadist(x,y). (72)
X€0,yeX

Proposition 7.1. Let y be a Z>-MRF with supp(u) = o/ 2 that satisfies the ratio
strong mixing property for the class of finite simply lattice-connected sets. Then, U
satisfies exponential SSM for the family of sets {Sy; }y.:>0.

Proof. Fix y,z > 0 and the corresponding set S, € 7% Let © C Syz 0 € 27/© and
&1,& € &%= with u(&)u(&) > 0, consider:

1. the sets X := 23&,@(&1;&2) and A := §, UZ,

2. an arbitrary configuration € € 27?4 such that (38, \ £) = &(9S,.\ Z) (i =
1,2), and
3. the events A := [0] € Fg and B; := [§(X)] € Fx, fori=1,2.

Notice that A is a finite simply lattice-connected set and, since supp(u) = .o/ z,
we can be sure that p1(&) > 0. Then:

u(6]&1) —u(0|&)| = u(AHE]ﬂBl)—u(AHE]ﬂBz)\ (7.3)
_|p@AnBg) oz . M(ANByE)
7#(31@) (AIE)+u(AlE) 7‘1(32'5) ’ (7.4)
T | u(B1]&)u(AlE) w(Ba2|E)u(AlE)
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S 2C Z e*OtdiS[()C,y) (76)
x€0,yeX

<|02C Y emrdista), (1.7)
yexX

W.l.o.g., we can assume that |[X| = 1 (see [9, Corollary 2]). Therefore, by taking
C' =2C, we have:

[L(B]&) — 1 (8]&)| < |@2K Y o~ @IstAy) = |@|Cleadist(O2), (7.8)
yeX

O

Remark 2. The proof of Proposition 7.1 seems to require some assumption on the
support of W (for the existence of & in the enumerated item list above). Fully sup-
ported (i.e. supp(U) = & z ) suffices, and is the only case in which we will apply this
result (see Corollary 1), but the conclusion probably holds under weaker assump-
tions.

Given y,z > 0, we define the bottom boundary of Sy as 9| S, := 9S8, NP, i.e.
the portion of the boundary of S, ; included in the past, and the top boundary of S,
as the complement 0,5y, := 98y, \ . Clearly, dS,; = 9| Sy, LI} S, .

Proposition 7.2. Let 7t be a specification satisfying exponential SSM with parameters
C,a > 0. Then, forallneN, y,;z>1nanda € o/ :

o' (8(0) = a) — 752 (6(0) =a)| < Ce™ ", (7.9)
uniformly over @y, € Q(&) such that 0, () = < (P).

Proof. FixneN,y,z>1n,a € & and o1, € (&) such 0;(F) = (). De-
note & := @;(dS,). Then:

‘”Eon' (6(0) =a) —mg” (6(0) = a)‘ (7.10)

— |x (6(0) =)= Y7 (6(0) =a|n>n;;1<n>’ 7.11)
n

< Z‘n’fn(e(O):a)—ngn(e(ﬂ):a)‘ng"z (n) (7.12)

< ZC —adist(0,Z5g, (€, n))ﬂ“’z ('r’) < Ce @

\~

" (7.13)

where the summation Y, is taken over all n € &/ 9Sn such that 75;;2(77) > 0 and

1 (9,Sx) = @, (9,S,). The last inequality above follows from the fact that for any
such 1, X5, (&,1m) C 948y, so:

dist(0,Zys, (£,m)) > dist (0,0:S,,) = n. (7.14)
O
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Definition 7.3 (Variational distance). Let S be a finite set and let X| and X, be two
S-valued random variables with distribution p; and pa, respectively. The variational
distance dry of X1 and X, (or equivalently, of p1 and p) is defined by:

1
drv(p1,p2) =5 Y lpi(x) = p2(x)]- (7.15)

xes

It is well-known that dry (p1,p2) is a lower bound on P(X; # X;,) over all cou-
plings P of p; and p; and that there is a coupling, called the optimal coupling, that
achieves this lower bound.

Given a Gibbs specification 7, we define:

o Op (N 7O ¢
O(m) = max dry (200, (1 25.()). (7.16)

The following result is essentially in [7].

Theorem 7.3. Let m be a Gibbs specification for a n.n. interaction @ and a set of
constraints &, such that Q(&) has a safe symbol. Then, if p. denotes the critical
value of site percolation on 7> and Q(Tt) < p., we have that T satisfies exponential
SSM.

Proof. Take p any n.n. Gibbs measure for @. Since (&) has a safe symbol, u is
fully supported, i.e. supp(u) = 2(&) (very special case of [35, Remark 1.14]). Given
a Z4-MRF u, define:

o) == nnll%drv(u(@(ﬂ) =-[m), u(6(0) = -[m2)), (7.17)

where 1 and 1, range over all configurations on d{0} such that p(n;),u(n2) > 0.
Then, Q(1) < Q(m) < pe, so by [7, Theorem 1] and shift-invariance of @, y satisfies
exponential SSM (see [30, Theorem 3.10]). Finally, since u is fully supported, we
can conclude that 7 satisfies exponential SSM. [

7.2 Stochastic dominance

Suppose that .o is a finite linearly ordered set. Then for any set L (in our context,
usually a set of sites or bonds), .«7” is equipped with a natural partial order < which is
defined coordinate-wise: for 0y, 6, € o7/*, we write 8; < 6, if 8;(x) < 6,(x) for every
x € L. A function f: /" — Ris said to be increasing if f(6;) < f(6,) whenever 8; <
6,. An event A is said to be increasing if its characteristic function )4 is increasing.

Definition 7.4. Let p; and p, be two probability measures on </*. We say that p;
is stochastically dominated by p,, writing p1 <p P2, if for every bounded increasing
function f : o/t — R we have p1(f) < p2(f), where p(f) denotes the expected value
Eo (f) of f according to the measure p.
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7.2.1 Stochastic dominance and connectivity decay for the bond random-cluster
model

Recall from Section 5.1 the bond random-cluster model on finite subsets of Z> with
boundary conditions i = 0, 1, and the bond random-cluster model ¢, , on 77 (see page
14).

Theorem 7.4 ([17, Equation (29)]). Forany p € [0,1] and g€ N, andany A CA &
72:

Orga <D Opon and 93)) 4 <p By 4. (7.18)

In particular, if p < pc(q), we have that, for any A € 7.*:

‘Pzg?q),/\ <D Ppq <D ¢1(;71(;7A3 (7.19)

where <p is with respect to the restriction of each measure to events on E°(A).

The following result was a key element of the proof that B.(¢) = log(1+,/g) is
the critical inverse temperature for the Potts model. We will use this result in a crucial
way.

Recall that for p < pc(g), ¢p.4 is the unique bond random cluster measure with
parameters p and q.

Theorem 7.5 ([6, Theorem 2]). Let g > 1. For any p < p.(q) = %, the two-point
connectivity function decays exponentially, i.e. there exist 0 < C(p,q),c(p,q) < oo

such that for any x,y € 72:
Opq(x ry) < Clp,q)e PO, (7.20)

where {x <>y} is the event that the sites x and y are connected by an open path and
|- ||2 is the Euclidean norm.

7.2.2 Stochastic dominance for the site random-cluster model

Lemma 7.6. Given a set A € Z¢ and parameters p € [0,1] and q > 0, we have that
for any x € A and any T € {0,1}A\ 1

pi(@) S Wi L (0(x) = 1]7) < pa(q), (7.21)

i

where p1(q) = £q T and p2(q) = ﬁ. In consequence,

" pgr(l-p
1
Yir(014 <D Vi n <D Wnsig)a- (7.22)
(Recall that W, 5 denotes Bernoulli site percolation).

Proof. This result is obtained by adapting the discussion on [20, p. 339] to the wired
site random-cluster model. See also [21, Lemma 5.4] for the case g = 2. O
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7.2.3 Stochastic dominance for the Potts model

As before, let g € &7, denote a fixed, but arbitrary, choice of a colour. Let A € 74 and
consider g : &7* — {+,—}" be defined by:

+ if6(x) =gq,
— ifO(x) #gq.

The function g makes the non-g colours indistinguishable and gives a reduced
model. We say 0 ~ 0 if g(0) = g(0’). This relation defines a partition of %A and

unions of elements of this partition form a sub-algebra of %A , which can be identified

(8(0))(x) = { (7.23)

with the collection of all subsets of {+, —}*. Let 717;{ A= g*ﬂgj\ be the push-forward

measure, which is nothing more than the restriction (projection) of nqu to {+,—}".
Chayes showed that the FKG property holds on events in this reduced model. In
particular:

Proposition 7.7 ([11, Lemma on p. 211]). Forall B > 0 and A € 72, JIE_A satisfies
the following properties:

1. For increasing subsets A,B C {+,—}A: ”l;/\ (A|B) > ﬂl;/\ (A).

2. If A is decreasing and B is increasing, then: 77:5r A(A[B) < 77:5_ A (A).

3. If A C A and A is an increasing subset of {+,—}*, then: HEA (A) > EEA (A).

Proof.

1. This is contained in [11, Lemma on p. 211].

2. This is an immediate consequence of (1).

3. This is a standard consequence of (1): Let B = +94. Since g~'(B) is a single
configuration, namely ¢°4, we obtain from the Markov property of 7'[;; ‘. that

75 o(A) = 75 o (A | B). From (1), we have 75 , (A | B) > 14 , (A). Now, com-
bine the previous two statements.

O

Remark 3. The preceding result immediately applies to 77:;’_ !\ for events in %A that

are measurable with respect to {+,—}", viewed as a sub-algebra of %A.

7.2.4 Volume monotonicity for the Widom-Rowlinson model with 2 types

For the classical Widom-Rowlinson model (¢ = 2), Higuchi and Takei showed that
the FKG property holds. In particular,

Proposition 7.8 ([21, Lemma 2.3]). Fixg=2andlet A CA € Z¢ and A > 0. Then:

mh(w,) < k(). (7.24)

However, this kind of stochastic monotonicity can fail for general ¢ (see [17, p.
60]).
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8 Exponential convergence of 7, in Z lattice models

In this section, we consider the Potts, Widom-Rowlinson and hard-core models and
establish exponential convergence results that will lead to pressure representation and
approximation algorithms for these lattice models.

Recall that for the Potts model, nf () = nEt (SZS-V’Z) (6(0) = ®(0)) and, in particu-

lar, 7P (w) = EE) (Sis,,) (6(0) = »(0)), with similar notation for the Widom-Rowlinson

and hard core models.

8.1 Exponential convergence in the Potts model

Theorem 8.1. For the Potts model with q types and inverse temperature B, there
exists a critical parameter B.(q) > 0 such that for 0 < B # B.(q), there exists C, ot >0
such that, for every y,z > 1n:

P (wg) — 7P ()| < Ce . (8.1)

Proof. In the supercritical region 8 > fB.(g), our proof very closely follows [10, The-
orem 3], which treated the Ising case. We fill in some details of their proof, adapting
that proof in two ways: to a half-plane version of their result (the quantities in (8.1)
are effectively half-plane quantities) and to the general Potts case. For the subcritical
region 8 < B.(q), the proposition will follow easily from [3, Theorem 1.8 (ii)].

PartI: B > B.(q). Let T, denote the event that there is a x-path of — from 0 to S,

i.e. a path that runs along ordinary Z? bonds and diagonal bonds where the colour at
each site is not ¢ (in our context below, the configuration on the bottom piece d, S, . of
dS,, will be all g and thus a x-path of — from 0 to 9, cannot terminate on d;S,). Note
that T, ¢ is an event that is measurable with respect to the sub-algebra {+, — A, for
any finite set A containing S,, introduced in Section 7.2.3 (recall that this sub-algebra
corresponds to the reduced Potts model).

By decomposing ﬂ)ﬁ -(@y) into probabilities conditional on T;;n and (Tj5 )°, we
obtain:

7P (0g) — 7P (@) 8.2)
= 7m3% (6(0) =¢) — g% (6(0)=¢) (8.3)
= x5 (T35 (3, (000) = ) —m3's_(0(0) = gT53))

=T (T50)) (705 (00)=q) 7% (6(0)=4|(T53))). B4

We claim that the expression in (8.2) is nonnegative. To see this, observe that
the events {@(0) = ¢}, {®(dS,) = ¢°*'} and {®(dS,.) = ¢’} may be viewed
as the events {®(0) = +}, {®(dS,) = 475} and {®(3S,) = +?%<} in the sub-
algebra {4, —}% of the reduced model, as discussed in Section 7.2.3. Now, apply
Proposition 7.7 (part 3) and Remark 3.
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We next claim that:
ng’gy,z(e(()) =q|(Ty5)%) > nﬁ‘fq’l(e(o) =q). (8.5)

To be precise, first observe that @ € (T, ¢ s, )¢ iff w contains an all-¢ path in S,, from

dZN{x; <0} to dZN{x; > 0}. So, (T,¢ )¢ can be decomposed into a disjoint
collection of events determined by the un1que furthest such path from 0. Using the
MREF property of Gibbs measures, it follows that we can regard each of these events
as an increasing event in {+, —}5". Now, apply Proposition 7.7 and Remark 3. (The
reader may notice that here we have essentially used the strong Markov property (see
[18, p. 1154]).)

Thus, (8.4) is nonpositive. This, together with the fact that n';;, 5, (0(0)=¢q|Ty5 ) =
0, yields:

0< xf(0,) - f(@,) <y (T3 )il (6(0) =q) <% (T55). (86

So, it suffices to show that sup, .y, ﬂ; qSM (T, ) decays exponentially in n. Fix

¥,z > 1n and let m > n such that 1m > y,z. By Proposition 7.7 (parts 2 and 3) and
Remark 3,

7', (Tos,) < 7', (155,) 87
=g (Togla”) < mghy (To5) <mgh (Toh ). (88)

So, it suffices to show that sup,,-, ng‘%m (T;En) decays exponentially in n. Recall

the Edwards-Sokal coupling IP’“()] p,, for the Gibbs distribution and the correspond-

ing bond random-cluster measure with wired boundary condition d) B (see Sec-
tion 5.1).

W.Lo.g., let’s suppose that n is even, i.e. n = 2k < m, for some k € N. We consider
the following two events in the bond random-cluster model, as in [11, Theorem 3]. Let
R, be the event of an open circuit in By \ By that surrounds By. Let M, ,,, be the event
in which there is an open path from some site in By to dB,,. The joint occurrence of
these two events forces the Potts event (T 58,)" in the coupling: Ry N My m € (T;gn )¢
(here, technically, we are identifying these events with their inverse images of the
projections in the coupling).

Then, by the coupling property:

Ty, ((T,?E,,)C) =Py ((ngn)c) (8.9)
= P; 3]7 ((ngn)c ”vm) PSJLBW (R YNV 1m) (8.10)

= 1(;2,Bm (Rn "M m) , (8.11)

SO:

T (T35 ) < 1= 0 s (RaN M) < 0005 (RS) 4010, (MS,).  (8.12)
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Therefore,

sup 5, (Tas,) < S0P 0y, () +50 0705, OF,). (813

m>n

The first term on the right hand side of (8.13) is bounded from above as follows:

1 1
ope, (R <6l (®) (5.14)
0

< X ¢,(,*?q,13m+l (x <) (8.15)

x€0By,y€dBy;
< Y ey, (8.16)

anBk.yEQsz
where B,, = [-m+ 1,m]> NZ? and p* denotes the dual of p and the inequalities

follow from Proposition 5.3 and Theorem 7.4.

If p > pc(q), then p* < p.(q), and by Theorem 7.5, the first term on the right side
of (8.13) is upper bounded by 64C(p*,q)n*exp(—c(p*,q)n/4), since |0By||dBax| <
64n? and |[x—y||2 > k—1 >4, for all x € dB; and y € dBu. So, the first term on the
right side of (8.13) decays exponentially.

As for the second term, in order for M, ,, to fail to occur, there must be a closed
circuit in B, \ By and in particular a closed path from L, , := B, \ByN{x; <0,x, =
0} to Ry := By \ BN {x; > 0,x, = 0} in B,,. Thus,

) c ) ¢
¢F7f17Bm (M’lam) < (Pp,q’fgmﬂ (Mn,m) (817)
< Z (PISB?quJrl (.X AN y) (818)
XELm n,yERm,n
< Y dralxo) (8.19)

XELp n.YERm 1

where the last inequality follows by Proposition 5.3 and Proposition 7.4. By Theorem
7.5, this is less than:

IO - 1 2
Y Cprq)e ) <C(ptq) (e ——— (8.20)
i=n,j=n 1 —e—clr*a)

C(p*,q) e—Zc(p*,q)n
(1 —eic([)*vq))2 ’

8.21)

Thus, the 2nd term on the right side of (8.13) also decays exponentially. Thus,
SUp,,p 71';)_ ¢.(T5 ) decays exponentially in n. Thus, by (8.7) sup,,~,, 71:[;‘ 1.(T53 ) also
decays exponentially in n, as desired. '

Part II: 8 < B.(q). Recall from Section 7 the notions of strong spatial mixing and
ratio strong mixing property.
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Theorem 8.2 ([3, Theorem 1.8 (ii)]). For the Z* Potts model with q types and inverse
temperature 3, if 0 < B < B.(q) and exponential decay of the two-point connectivity
Sfunction holds for the corresponding random-cluster model, then the (unique) Potts
Gibbs measure satisfies the ratio strong mixing property for the class of finite simply
lattice-connected sets.

Corollary 1. For the 72 Potts model with q types and inverse temperature 0 < 8 <
FP
T

Bc(q), the specification g satisfies exponential SSM for the family of sets {Sy.2}yz>0.
Proof. This follows immediately from Theorem 7.5, Theorem 8.2 and Proposition
7.1. [

Then, since exponential SSM holds for the class of finite simply lattice-connected
sets when 8 < fB.(g), the desired result follows directly from Proposition 7.2.
This completes the proof of Theorem 8.1. O

8.2 Exponential convergence in the Widom-Rowlinson model

Recall that for Bernoulli site percolation in Z? there exists a probability parameter
Pc, known as the percolation threshold, such that for p < p., there is no infinite
cluster of 1’s y,, 72-almost surely and for p > pc, there is such a cluster y,, 2-almost
surely. Similarly, one can define an analogous parameter p; for the lattice Z>*, which
satisfies pc + pf =1 (see [37]).

Theorem 8.3. For the Widom-Rowlinson model with q types and activity A, there
exist two critical parameters 0 < A1(q) < A2(q) such that for A < A1(q) or A > A (q),
there exists C, o > 0 such that, for every y,z > 1n:

Tt (@,) — ny%z(wq)’ <Ce o, (8.22)

Proof. As in the proof of Theorem 8.1, we split the proof in two parts.

Part I: A > A (q) := ¢° (157376)' Fix n € N and y,z > 1n. Notice that, due to the
constraints of the Widom-Rowlinson model, and recalling Proposition 5.4:

Tk (@) = m (0(0) =)=, (0(0)=1), (8.23)

where p = HL/I’ and the same holds for 71:,’} (@y). Then, it suffices to prove that:

y) o (00)=1)— q/,?;‘sy‘z(e(m =1)| <Ce o, (8.24)

for some C, o > 0.

Notice that 0 € S, C S, ; =: A. Fix any ordering on the set A. From now on, when
we talk about comparing sites in A, it is assumed we are speaking of this ordering.
For convenience, we will extend configurations on S, and A to configurations on A
by appending 1A\S% and 194, respectively.
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Now, we will proceed to define a coupling P,, .. of l//[(jlg s, and l//l()_l(i 4 defined on

pairs of configurations (81, 6,) € {0,1}* x {0,1}". The coupling is defined one site
at a time, using values from previously defined sites.

We use (7, 7}) to denote the (incomplete) configurations on A x A at step ¢ =
0,1,...,]S,|. We therefore begin with 70 = 14\5" and 7§ = 194 Next, we set 7] = 7V
and form 121 by extending Tg to A\ S, choosing randomly according to the distri-

bution 1//](,1(3 4 (-|191). At this point of the construction, both | and 7} have shape

A\ S,. In the end, (TI‘S”‘, Tis”‘) will give as a result a pair (60;, 6,).

At any step 7, we use W' to denote the set of sites in A on which 7| and 7 have
already received values in previous steps. In particular, W! = A '\ S,,. At an arbitrary
step ¢ of the construction, we choose the next site X1 on which to assign values in

Tﬁl and ’L’é*l as follows:

(i) If possible, take x'*! to be the smallest site in d*W' that is x-adjacent to a site
y € W' for which (7 (y), 75(y)) # (1,1).
(ii) Otherwise, just take x'*! to be the smallest site in 9*W’.

Notice that at any step ¢, W’ is a x-connected set, and that it it always possible
to find the next site x'*! for any # < |S,| (i.e. the two rules above give a well defined
procedure).

Now we are ready to augment the coupling from W' to W’ U {x'*!} by assigning

T (1) and 747! (#*!) according to an optimal coupling of ‘I’,(;,lq),sn (|’L’§)’{

and y/;

(71, 7h), 01 (X)) £ 6,(x ). Since Py, is defined site-wise, and at each step is

assigned according to %()13 s,

xl+l}

1q) 5. (-]17) oy i.e. a coupling which minimizes the probability that, given
R gre X

(+|7}) in the first coordinate and 1//[(,1;&( | 7)) in the

second, the reader may check that it is indeed a coupling of ‘/’;lq), s, and ‘I’,(;lq) Syt The
key property of P, . is the following. '

Lemma 8.4. 0,(0) # 6,(0) P, , -a.s. if and only if there exists a path T of x-adjacent
sites from 0 to 9S,, such that for each site y € T, (61(y), 62(y)) # (1, 1).

Proof. Suppose, for a contradiction, that 6 (0) # 6,(0) and there exists no such path.
This implies that there exists a circuit C surrounding 0 (when we include the bottom
boundary as part of C) and contained in S, such that for all y € C, (6;(y),6:(y)) =
(1,1). Define by I the simply lattice-x-connected set of sites in the interior of C and,
let’s say that at time 7, x'© was the first site within I defined according to the site-by-
site evolution of P, , . Then, (7)°(x'0),7¥(x"0)) cannot have been defined according
to rule (i) since all sites x-adjacent to x© are either in I (and therefore not yet defined
by definition of x'0), or on C (and therefore either not yet defined or sites at which 6;
and 6, are both 1).

Therefore, (6;(x0),0,(x'0)) was defined according to rule (ii). We therefore de-
fine the set D:= A \ A D I, and note that 0 and x'0 belong to the same x-connected
component @ of D. We also know that Tiofl (0*D) = ’L';O*l (0*D) = 19°P, other-
wise some unassigned site in D would be x-adjacent to a O in either ’L’iO*] (0*D)
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or ’cé‘)*l (0*D), and so rule (i) would be applied instead. We may now apply Lemma

5.5 (combined with Remark 1) to ® and A in order to see that l//lgf) (61 (@)|Ti°_l)

W q:5n
1
and V...

ing to which 7{°(x") and ¥ (x") are assigned is supported on the diagonal, and so
7(x0) = 7Y (x0), P, ,-almost surely. This will not change the conditions under
which we applied Lemma 5.5, and so inductively, the same will be true for each site
in 7 as it is assigned, including 0. We have shown that 6;(0) = 6,(0), P, , .-almost
surely, regardless of when 0 is assigned in the site-by-site evolution of P, , .. This is a
contradiction, and so our original assumption was incorrect, implying that the desired
path T exists. O

(62(0) |T£071) are identical. This means that the optimal coupling accord-

Given an arbitrary time ¢, let:

PL() = Yy, (171 wy 29 P2()i= o (17 ) (823)
be the two corresponding probability measures defined on the set {0, 1}{)"}. Note that
at any step within the site-by-site definition of IP,, -, Lemma 7.6 implies that T —ﬁq3 <
p!(1), where A = % and i = 1,2. Now, w.l.o.g., suppose that p(0) > p{(0). Then,
an optimal coupling Q' of p{ and pj will assign Q' ({(0,0)}) = pi(0), Q" ({(0,1)}) =
0, Q"({(1,0)}) = p3(0) — pi(0), and Q' ({(1,1)}) = 1 — p3(0). Therefore,

3

QUL DF) =ph0) < 75 (826)

Next, define the map 7 : {0,1}5" x {0,1}5 — {0,1}5" given by:

L if (61(x),62(x)) # (1,1),

0 i (61(x).6a(x)) = (1,1). (827

(h(61,62))(x) Z{

By (8.26), h.Py . (the push-forward measure) can be coupled against an i.i.d.
3
q

Atq?

and that the former is stochastically dominated by the latter. This, together

measure on {0,1}5 which assigns 1 with probability

and O with probability

A
g3’
with Lemma 8.4, yields

Vs, (B0) = 1) =i s (0(0)=1)| <Puy(6:1(0) £ 62(0)  (8.28)
<y s (059S,), (8.29)

At "

. 3 o 3
Since we have assumed A > ¢ (15;0) and p. + p; = 1, we have #f < ps.

It follows by [1, 32] that the expression in (8.29) decays exponentially in #n. This
completes the proof.

Part II: 1 < A4(q) := é (ﬁ) Observe that, by virtue of Proposition 7.2, it suf-

fices to prove that nX"R satisfies exponential SSM. For this, we use Theorem 7.3.
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By considering all cases of nearest-neighbour configurations at the origin, one can
compute:

WRy __ o o \_ qA
O] =, s T oy o) = Ty g (8:30)
By Theorem 7.3, we obtain exponential SSM when:
1 .
)L<< Pe >_/11(q). (8.31)
g \1—pc

Uniqueness of Gibbs states in this same region was mentioned in [19, p. 40], by
appealing to [7, Theorem 1] (which is the crux of Theorem 7.3). O

Remark 4. In the case q =2, it is possible to give an alternative proof of Theo-
rem 8.3, Part I, using the framework of the proof of Theorem 8.1, Part I. The argu-
ments through (8.7) go through, with an appropriate re-definition of events and use
of Proposition 7.8 for stochastic dominance. One can then apply Lemma 7.6 to give
estimates based on the site random-cluster model. (In contrast to Theorem 8.1, Part
1, this does not require the use of planar duality). So far, this approach is limited to
q = 2 because we do not know appropriate versions of Proposition 7.8 for g > 2.

8.3 Exponential convergence in the hard-core model

Our argument again relies on proving exponential convergence for conditional mea-
sures with respect to certain “extremal” boundaries on S, but these now will consist
of alternating 0 and 1 symbols rather than a single symbol (recall from Section 4.3
that ®® is defined as the configuration of 1’s on all even sites and 0 on all odd sites).

Theorem 8.5. For the 7Z? hard-core model with activity Y, there exist two critical
parameters 0 < y1 < Y such that for any 0 <7y <y ory > 7V, there exist C,a > 0
such that for every y,z > 1n,

ml (@) —al_ ()| < Ce . (8.32)

Proof. As in the previous two theorems, we consider two cases.

Part I: ¥ > 75 := 468. Our proof essentially combines the disagreement percolation
techniques of [7] and the proof of non-uniqueness of equilibrium state for the hard-
core model due to Dobrushin (see [13]). We need enough details not technically con-
tained in either proof that we present a mostly self-contained argument here. From [7,
Theorem 1] and an averaging argument (as in the proof of Proposition 7.2) on 8TS,1
induced by a boundary condition on S, ;, we know that for any y,z > 1n,

(o) — ﬂ}?:z(a)("))‘ < Py, (3 a path of disagreement from 0 <5 9;S,,) (8.33)

for a certain coupling P, , of ﬂ;’éo) and 77:}‘,";[:) ‘ . We do not need the structure of
> on MYzl g

P,y here, but instead note the following: a path of disagreement for the boundaries
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@)(3S,) and @?)(3S,,) implies that in one of the configurations, all entries on
the path will be “out of phase” with respect to %), ie. that all entries along the
path will have 1 at every odd site and O at every even site rather than the opposite
alternating pattern of ). Then, if we denote by .7, the event that there is a path T
from 0 < 9;S, with 1 at every odd site and O at every even site, it is clear that:

Py (3 a path of disagreement from 0 <> 0;5,,) < n}(,‘?é:) () + n;‘féu)

V:Z

(Zh). (8:34)

Since y,z > 1n are arbitrary (in particular, y and z can be chosen to be 1n), it

suffices to prove that sup,, 1, n;’éz) (9,) decays exponentially with n. Define the set:

0. = {6 €{0,1}5: : 0 is feasible and 0(d*S,.) = 0)(3*S,.)}.  (8.35)

For any 6 € 0, ;, we define Xy(8) to be the connected component of s, (6, ')
(= {x € S,.:0(x) # ©?(x)}) containing the origin 0. Since 7, C {Zy(0) N ;S #
0}, our proof will then be complete if we can show that there exist C,o > 0 so that
for any n and y,z > 1n, the following holds:

ﬂ?’é}) (Zo(8) NS, #0) < Ce™ ™. (8.36)

To prove this, we use a Peierls argument, similar to [13].

Fix any y,z > 1n and for any 6 € 0, ., define Xy(6) as above, and let K(6) to be
the connected component of {x € S, : 8(x) = @®)(x)} containing 9*S, .. Clearly,
%(0) and K(6) are disjoint, K(0) # 0 and, provided 6(0) = 0, Zy(6) # 0. Then,
define I'(0) := Xy(0) NJK(0) C S, .. We note that for any 6 € O, with 6(0) =0,
we have that 8(I'(0)) = 0''(®), since adjacent sites in Zo(6) and K(6) must have
the same letter by definition of Xy(0), and adjacent 1 symbols are forbidden in the
hard-core model. Therefore, every x € I'(0) is even.

We need the concept of inner external boundary for a connected set £ € Z2. The
inner external boundary of X is defined to be the inner boundary of the simply lattice-
connected set consisting of the union of X and the union of all the finite components
of Z?\ Z. Intuitively, the inner external boundary of X is the inner boundary of the
set X obtained after “filling in the holes” of X. Notice that the set I'(0) corresponds
exactly to the inner external boundary of Xy(6). In addition, by [12, Lemma 2.1 (i)],
we know that the inner external boundary of a finite connected set (more generally a
finite x-connected set) is x-connected. Thus, I'(8) C S| . is a x-connected set C* that
consists only of even sites and contains the origin 0, for any 6 € @, with 6(0) = 0.

Then, for C* C S, ., we define the event Ec+ := {0 € @, : I'(68) = C*}, and will

bound from above 77:)‘,";? (Ec+), for every C* such that Ec+ is nonempty. We make

some more notation: for every such a set C*, define O(C*) (for ‘outside’) as the
connected component of (C*) containing 9*S,;, and define /(C*) (for ‘inside’) as
Syz \ (C*UO(C*)). Then C*, I(C*), and O(C*) form a partition of ?;Z We note that
there cannot be a pair of adjacent sites from /(C*) and O(C*) respectively, since they
would then be in the same connected component of (C*)¢. We also note that for every
0 € Ecx, C* C Xy(6) C C*UI(C*) and K(0) C O(C*) though the sets need not be
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equal, since Xy(0) or K(0) could contain “holes” which are “filled in” in /(C*) and
O(C*), respectively.

Choose any set C* such that Ec+ # 0. For each 0 € Ec+ and x € C*, using the
definition of C* and the fact that K(6) C O(C*), there exists xo € {e1, —e1,e2,—e2}
for which x —xp € O(C*). Fix an x¢ which is associated to at least |C*|/4 of the sites
in C* in this way. Then, we define a function s : Ecx — {0, l}iyﬁz that, given 0 € Ecx,
defines a new configuration s(0) as follows:

O(x—xp) ifxel(Cr),

0(x if x € O(C*),

(o)W =4°W  fxeo) ) 837)
1 ifx € C* and x —xp € O(C*¥),
0 if x € C* and x — xp € I(C*).

Informally, we move all 1 symbols inside 7(C*) in the xo-direction by 1 unit (even
if those symbols were not part of Xy(0)), add new 1 symbols at some sites in C*, and
leave everything in O(C*) unchanged.

2]
T0O101010101010101
01 olofo 0
10 101 i1
001 0
110 [
01 0
110 5}
0:1.0.1.0.10] 0
10 Bl

] 0

orlng

r ( ) Cc) O(C*

Fig. 2 A configuration 6 € Ec+. On the left, the associated sets Xo(6) and K(6). On the right, the sets
I(C*) and O(C*) for I'(0) = C*.

It should be clear that s(0) has at least |C*|/4 more 1 symbols than 6 did.
We make the following two claims: s is injective on Ecx, and for every 9 € Ec+,

5(0) € O, ;. If these claims are true, then clearly njf/vé‘;)z (s(Ec+)) Y|c*|/4 ( Ec+),
implying that: '
(0) —|C*
nys, (Ecr) <y 14, (8.38)

Firstly, we show that s is injective. Suppose that 68, # 6,, for 6,6, € Ec~. Then
there is a site x at which 0;(x) # 6>(x). If x € O(C*), then (s(6;))(x) = 6;(x) #
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02(x) = (s(62))(x) and so 5(6;) # s(602). If x € I(C*), then (s(6))(x+x0) = 6y (x) #
0>(x) = (s(62))(x+x0), and again s(0;) # s(6,). Finally, we note that x cannot be in
C*, since at all sites in C*, both 6; and 8, must have 0 symbols.

Secondly, we show that for any 6 € Ec~, s(0) is feasible. All that must be shown
is that s(6) does not contain adjacent 1 symbols. We break 1 symbols in s(8) into
three categories:

1. shifted, meaning that the 1 symbol came from shifting a 1 symbol at a site in
I(C*) in the xp-direction,

2. new, meaning that the 1 symbol was placed at a site x € C* such that x —xg €
o(C*), or

3. untouched, meaning that the 1 symbol was at a site in O(C*) (2 9*S,,).

Note that untouched 1 symbols cannot be adjacent to C*: 8 contains all 0 symbols
on C*, and so since C* C Xy(60), a 1 symbol adjacent to a symbol in C* would be in
X (0) as well, a contradiction since Xy(0) C C*UI(C*), and so Xy(0) and O(C*) are
disjoint.

Clearly shifted 1 symbols cannot be adjacent to each other, since there were no
adjacent 1 symbols in 6. All new 1’s were placed at sites in C*, and all sites in C*
are even, so new 1 symbols can’t be adjacent to each other. Untouched 1’s can’t be
adjacent for the same reason as shifted 1’s. We now address the possibility of adjacent
1 symbols in s(6) from different categories. A shifted or new 1 in s(6) is at a site in
C*UI(C*), and an untouched 1 can’t be adjacent to a site in C* as explained above,
and also cannot be adjacent to a site in /(C*) since I(C*) and O(C*) do not contain
adjacent sites. Therefore, shifted or new 1’s can’t be adjacent to untouched 1’s. The
only remaining case which we need to rule out is a new 1 adjacent to a shifted 1.
Suppose that (s(6))(x) is a new 1 and (s(0))(x’) is a shifted 1. Then by definition,
x' —xp € I(C*) and x — xp € O(C*). We know that I(C*) and O(C*) do not contain
adjacent sites, so x — xg and X' — x( are not adjacent, implying that x and x" are not
adjacent. We’ve then shown that s(6) is feasible and then, since 9*S,, C O(C*),
5(0) € Oy, completing the proof of (8.38).

Recall that every set C* which we are considering is x-connected, occupies only
even sites, and contains the origin 0. Then, given k € N, it is direct to see that the
number of such C* with |C*| = k is less than or equal to k- #(k), where #(k) denotes
the number of site animals (see [25] for the definition) of size k (the first k factor
comes from the fact that site animals are defined up to translation, and here given a
site animal of size k, exactly k translations of it will contain the origin 0). We know
that for every £ > 0 there exists Ce > 0 such that 7(k) < C¢ (8 + €) for every k, where
8 = limy . (1(k)) /% < 4.649551 (see [25]).

If Xo(0) NS, # 0, then Xy(0) has to intersect the left, top or right boundary
of S,. W.lo.g., we may assume that X (0) intersects the right boundary of S,,. Then,
every vertical segment in the right half of S, must intersect Xy(6) and, therefore, at
least one element of its inner external boundary, namely I"(6). Then:

Zo(8) NS, #0 = |[(0)| > n. (8.39)
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Therefore, taking an arbitrary € > 0, we may bound n}‘,"é? (Zo(B) N A4S, # 0)
from above: '

0 (Zo(0)NaS, #0) < Y vy IO <Y rCe(5+e) -y M, (8.40)

C*:|C*|>n k=n

which decays exponentially in 7 as long as y > (8 + ¢)*, independently of y and z.
Since & was arbitrary, y > 468 > §* suffices for justifying (8.36), completing the
proof.

Part II: ¥ < 71 := 2.48. It is known (see [39]) that when d = 2 and y < 2.48, 1}
satisfies exponential SSM. Then, by applying Proposition 7.2, we conclude. O

9 Poly-time approximation for pressure of 7 lattice models

By a poly-time approximation algorithm to compute a number r, we mean an algo-
rithm that, given N € N, produces an estimate ry such that |r — ry| < % and the time
to compute ry is polynomial in N.

Theorem 9.1. Let @ be a n.n. interaction for a set of restrictions & and suppose that
Q(&) satisfies the square block D-condition. Let @ € (&) be a periodic point such
that cz(v®) > 0. In addition, suppose that there exists C,a > 0 such that, for every
»z2>1n:

|T(@) — 7, (@) ] < Ce™*" over o € O(®). 9.1)

Then:
P(&) (@) +A 9.2
(@) |O( wg (), ©.2)

and there is a poly-time approximation algorithm to compute P(®), when d = 2.

Proof. Notice that supp(va) = 0(w) C Q(&), since (&) is shift-invariant and
@ € Q(&). Now, since ‘717,, ) — y2()] < Ce™*" over ® € supp(v®), we can eas-
ily conclude that limy,;_,.. 7, - (®) = #(®) uniformly over @ € supp(v®). This, com-
bined with Q(&) satisfying the square block D-condition and c(v®) > 0, gives us

1

[supp(v@)| Y (o) +As(0),  (93)

wEsupp(v®)

P(P) :/ (Ir+Ag)dv® =

thanks to Theorem 6.3.

For the algorithm, it suffices to show that there is a poly-time algorithm to com-
pute Z(w), for any w € O(®).

By Equation 9.1, there exist C, & > 0 such that |7, (®) — f(®)| < Ce~*". Since
|0S,| is linear in n when d = 2, by a modified transfer matrix approach (see [31,
Lemma 4.8]), we can compute 7,(®) in exponential time KeP" for some K,p >
0. Combining the exponential time to compute 7, (@) for the exponential decay of
|7, (@) — f()|, we get a poly-time algorithm to compute P(): namely, given N €
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N, let n be the smallest integer such that Ce~*("+1) < L. Then 7, () is within
of #(®) and since % < Ce™ " the time to compute 7,11 (®) is at most:

KeP (D) — (KePCP/“)W < (KePCP/¥)NP/®, 94)
e n

which is a polynomial in N. O

Corollary 2. The following holds:

1. For the 7* Potts model with q types and inverse temperature 3 > 0:
P(dp) = 12 () + 2. (9.5)

2. For the 72 Widom-Rowlinson model with q types and activity A € (0,1(q)) U
(12(a). ) A
P(®y) = I () +logA, 9.6)

where Ay (q) := é (lf—‘pc) and X (q) := ¢° (]fi)
3. For the 77 hard-core model with activity y € (0,7) U (75,00):

1 1
P(®y) = 5 17(0') + S logy, 9.7)

where vy = 2.48 and ', = 468.

Moreover, for the three models in the corresponding regions (except in the case
when B = B.(q) in the Potts model), the pressure can be approximated in poly-time,
where the polynomial involved depends on the parameters of the models.

Proof. The representation of the pressure given in the previous statement for the
7? Potts model with ¢ types and inverse temperature 8 # fBc(q), the Z*> Widom-
Rowlinson model with ¢ types and activity 2 € (0,4;(g)) U (A2(q), ) and the Z>
hard-core model with activity y € (0,7, ) U(73,00), is a direct consequence of Theorem
9.1, by virtue of the following facts:

— Recall that the corresponding n.n. SFT Q(&) for the Potts, Widom-Rowlinson
and hard-core model has a safe symbol, respectively, so (&) satisfies the square
block D-condition and ¢z (v) > 0, for any shift-invariant v with supp(v) C Q(&),
in each case.

— If we consider the delta-measure v% = qu, both in the Potts and Widom-Rowlin-
son cases (in a slight abuse of notation, since the Potts and Widom-Rowlinson &-
algebras are defined in different alphabets), and the measure v = vo' = %560(6) +
%560(0) in the hard-core case, we have that in all three models, for the range of
parameters specified, except for when 8 = f.(g) in the Potts model, there exists
C, o0 > 0 such that, for every y,z > 1n:

|70 (0) — 7,2 (0)] < Ce™*", over @ € supp(V), (9.8)

thanks to Theorem 8.1, Theorem 8.3 and Theorem 8.5, respectively. (Notice that
H(0®))=A4¢(0)=0.)
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This proves (9.5), (9.6) and (9.7), except in the Potts case when § = ;. To estab-
lish this case, first note that it is easy to prove that P(dﬁﬁ) is continuous with respect to

B. Second, if B < B, then 77,',? "ay) < 77:,/13 *(0,). This follows by the Edwards-Sokal
coupling (see Theorem 5.2) and the comparison inequalities for the bond random-
cluster model [2, Theorem 4.1].

As an exercise in analysis, it is not difficult to prove that if a,, , > 0, and each
Antin < Aun and ay, y11 < ap y, then limy, lim, ay, , = lim, lim,, a,, , = a, for some
a>0.

Now, consider the sequence a, , := nnc(qH% (a)q). By stochastic dominance (see
Proposition 7.7), ay, , is decreasing in n. By the previous discussion (Edwards-Sokal
coupling), it is also decreasing in m. Therefore, and since a,,,, > 0, we conclude that
lim,, lim, a,, , = lim, lim,,, a;,, , = a, for some a.

Then, we have that:

P(®p, (q)) = imP(Dg (. 1) 9.9)
i L Bel)t 1
=lim —loglim 7, (wg)+2 1 Be(g)+— (9.10)
m n m
_ : : Be (4)+%
= —loglimlim 7, (ag) +2B:(q) (9.11)
m n
1
= —loglimlim 7“7 (@,) + 2B (q) 9.12)
n m
= —loglimm*") (,) + 2B () (9.13)
= 12 (@) +2e()- 9.14)
1
(To prove that lim,, E,EC((’)JF’" (wy) = nfc(q)(a)q) is straightforward.)
Finally, the algorithmic implications are also a direct application of Theorem 9.1.
O

Remark S. The algorithm given in Theorem 9.1 seems to require explicit bounds
on the constants C and @, so that given N € N, we can find an explicit n such that
Cetl) < % Without such bounds, while there exists a poly-time algorithm, we do
not always know how to exhibit an explicit algorithm. However, for all three models,
for regions sufficiently deep within the supercritical region (i.e. B, A or v sufficiently
large), one can find crude, but adequate, estimates on C and o and thus can exhibit a
poly-time algorithm. This is the case for the hard-core model, where our proof does
allow an explicit estimate of the constants for any y > 468. On the other hand, in the
regions specified in Corollary 2 within the subcritical region, all three models satisfy
exponential SSM and then using [31, Corollary 4.7], one can, in principle, exhibit a
poly-time algorithm (even without estimates on C and o).
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