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Abstract. We study various mixing properties for subshifts, which allow
words in the language to be concatenated into a new word in the language

given certain gaps between them. All are defined in terms of an auxiliary gap
function f : N → N, which gives the minimum required gap length as a func-
tion of the lengths of the words on either side. In this work we focus mostly

on topological transitivity, topological mixing, and a property which we call
non-uniform two-sided specification.

It was shown in [12] that non-uniform specification with gap function
Ω(lnn) does not imply uniqueness of the measure of maximal entropy. In

this work, we show that for all other gap functions, i.e. for all f(n) with

lim inf
f(n)
lnn

= 0, even the weaker property of non-uniform two-sided speci-

fication implies uniqueness of the measure of maximal entropy, and its full
support. We also show that even the very weak property of topological tran-
sitivity implies uniqueness of the measure of maximal entropy (and its full

support) when lim
f(n)
lnn

= 0. We then define a class of subshifts satisfying this
hypothesis, each of which therefore has a unique measure of maximal entropy.

We also give classes of examples which demonstrate two negative results.

The first is that multiple measures of maximal entropy can occur for subshifts
with topological mixing with gap function which grows arbitrarily slowly along
a subsequence. The second is that topological mixing can occur with arbitrarily
slowly growing unbounded gap function for subshifts without any periodic

points.

1. Introduction

In this work, we examine the implications of various “mixing” conditions in
symbolic dynamics. In symbolic dynamics, sequences of symbols from a finite
alphabet are acted on by shifts, and a set of such sequences which is closed and
invariant under shifts is called a subshift. A subshift can be equivalently defined via
the set of all finite strings of symbols from the alphabet (or words) which appear
within its sequences; the set of such words is called the language of the subshift.
Mixing conditions on a subshift all have the same basic structure: given some words
in the language, you want to be able to combine them to create a new word in the
language, given a gap between them at least as large as some threshold. The main
result of this work is that for all such conditions, if the required gap has length
which grows sublogarithmically in the length of the words to be combined, then
the subshift has a unique measure of maximal entropy.

There are several simple choices one can make in the definition of a mixing
condition, all of which yield different properties. A first choice is whether the
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thresholds in question can always be chosen at a uniform length, or whether they
may need to increase with the lengths of the words to be combined. We will call
these uniform and non-uniform conditions.

Another distinction can be drawn between so-called topological mixing condi-
tions and specification conditions. Topological mixing simply guarantees that one
can interpolate between a pair of words, given a gap not smaller than their associ-
ated threshold. Specification conditions, on the other hand, guarantee interpolation
for an arbitrary collection of words when gaps are placed between each pair which
are not smaller than their associated thresholds. This difference is subtle, but
important: for a system with only topological mixing, combining more and more
n-letter words may eventually require larger and larger gaps, whereas for a system
with specification, the same gap could be used between each pair.

In addition, the thresholds may depend on the lengths of words on both sides,
or only on one (say the left without loss of generality); we can refer to these as
“two-sided” or “one-sided” conditions respectively.

This would seem, a priori, to yield eight different conditions: (uniform or non-
uniform) (one-sided or two-sided) (topological mixing or specification). It is quickly
evident that some of the conditions are equivalent though. For instance, in the
uniform case, the one-sided/two-sided distinction is irrelevant, since the threshold
in fact does not depend on the words to be combined at all. In fact the topological
mixing/specification distinction also turns out to be irrelevant in this case. To wit,
under the assumption of uniformity, an arbitrary collection of words separated by
gaps not smaller than the uniform threshold can be combined one pair at a time;
first two adjacent words are combined, then the newly created word is combined
with a third, etc. The uniform case really yields only a single condition then.

In the non-uniform case, two conditions still collapse: non-uniform one-sided
topological mixing in fact implies non-uniform one-sided specification. The reason-
ing is the same as above: given a collection of words where each pair is separated
by a gap not smaller than the threshold determined by the word on its left, one
can first combine the rightmost two, then combine the newly created word with the
word immediately to the left (the gap between them still suffices since the word to
the left is unchanged from the original collection), and so on.

This leaves four legitimately different conditions: in decreasing order of strength,
these are uniform topological mixing/specification, non-uniform one-sided specifi-
cation, non-uniform two-sided specification, and non-uniform two-sided topological
mixing. The first condition was originally defined by Bowen ([1]) in greater gener-
ality, and referred to simply as specification. The second condition was originally
defined by Marcus ([10]) and not given a name; he used it (in a more general setting)
to study ergodic toral automorphisms. In other literature, this has been referred to
by several names, including almost weak specification ([3]), weak specification ([8]),
and non-uniform specification ([12]). In this work, we simply omit the adjective
one-sided and refer to this property as non-uniform specification. The third
condition is, to our knowledge, new, and so we use the new name non-uniform
two-sided specification. The fourth condition is traditionally referred to only as
topological mixing (see [9], [13]), and we follow that convention here. In fact we
add just one more condition to the list; we will say that a subshift satisfies topo-
logical transitivity if any two words can be interpolated at a single distance less
than or equal to the threshold (rather than at all distances not smaller than the
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threshold); clearly topological transitivity is even weaker than topological mixing.
(See Section 2 for formal definitions of all of these properties.)

Specification, the strongest of these properties, is known to imply many useful
properties (even for more general topological dynamical systems, see [1]), including
the uniqueness of the measure of maximal entropy, or intrinsic ergodicity. It has
been well-known for some time (see [4], [6], [7]) that in general, topological mixing
does not imply intrinsic ergodicity. In [2], the question was posed of whether
non-uniform specification with gap function f(n) = o(n) might imply intrinsic
ergodicity. This question was answered negatively in both [8] and [12]. In particular,
the following was proved in [12].

Theorem 1.1 ([12], Theorem 1.1). For any f with lim inf f(n)
lnn > 0, there exists

a subshift X with non-uniform specification with gap function f(n) and distinct
ergodic measures of maximal entropy, with disjoint supports.

A positive result was also shown there:

Theorem 1.2 ([12], Theorem 1.3). If X is a subshift with non-uniform specification

with gap function f satisfying lim inf f(n)
lnn = 0, then X cannot have distinct ergodic

measures of maximal entropy with disjoint supports.

This shows that there is some sort of a behavioral transition for non-uniform
specification when f(n) is on the order of lnn. However, the question was left open
of whether there is any unbounded f at all which guarantees intrinsic ergodicity.
Our first main result answers this positively, even for the slightly weaker condition
of non-uniform two-sided specification.

Theorem 1.3. If X has non-uniform two-sided specification with gap function f(n)

with lim inf f(n)
lnn = 0, then X has a unique measure of maximal entropy, which is

fully supported.

In particular, Theorems 1.2 and 1.3 completely answer the question of when non-
uniform specification forces uniqueness of the measure of maximal entropy; this is

the case if and only if lim inf f(n)
lnn = 0.

Topological mixing and transitivity are much weaker conditions, and to our
knowledge, it has never been conjectured that either could imply intrinsic ergodicity.
We show that under a slightly stronger assumption on f , in fact this is the case.

Theorem 1.4. If X has topological transitivity with gap function f(n) with lim f(n)
lnn =

0, then X has a unique measure of maximal entropy, which is fully supported.

The proof techniques for Theorems 1.3 and 1.4 are fairly similar to the proof
of Theorem 1.3 from [12]. Specifically, we contradict the existence of measures of
maximal entropy µ ̸= ν by creating “too many” words in L(X) by using a mixing
property to combine “large” collections of words based on µ and ν. In [12], we
assumed that the supports of µ and ν were disjoint, meaning that words from their
languages could not overlap above a certain length, which allowed us to ensure that
all words created were distinct.

The main idea which replaces the assumption of disjoint supports in this work is
the maximal ergodic theorem, which allows us to define “large” collections of words
based on µ and ν so that past a fixed length, no word can be both a prefix of a
word from the first collection and a suffix of a word from the second.
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We anticipate that Theorem 1.4 can be used to prove intrinsic ergodicity for
many subshifts. The following theorem gives a class of such subshifts.

Theorem 1.5. For any alphabet A with |A| > 1 and any sequence of words {wn}
satisfying

(1) ln |wn|
3n → ∞,

(2) |wn| > max(16|wn−1|, 6 · 3n) for n > 1, and

(3) no wn contains subwords of the form w0 and w1 for w with length at least |wn|
3 ,

the subshift X({wn}) consisting of all sequences on A which contain no word in

{wn} has topological mixing with a gap function f(n) satisfying lim f(n)
lnn = 0.

The following corollary is immediate.

Corollary 1.6. Any subshift as in Theorem 1.5 has a unique measure of maximal
entropy, which is fully supported.

Remark 1.7. Though we do not claim that the hypotheses in Theorem 1.5 are
optimal, we note that some similar assumption(s) are necessary. Firstly, some
assumption on the rate of growth of |wn| is necessary to even force X ̸= ∅ (see
[11]). Also, no matter how fast |wn| is assumed to grow, some assumption besides
just fast growth of the lengths |wn| is necessary to yield even topological transitivity.
For instance, if A = {0, 1}, then for any strictly increasing sequence {mn}, we can
take w1 = 0m1−11, w2 = 10m2−1, and wn = 01mn−20 for all n > 2, and then X is
not topologically transitive. Indeed, 0Z, 1Z ∈ X, and so 0n2 , 1 are in the language
of X. However, there is no point of X containing 0n2 and 1 (indeed, the only point
of X containing 0n2 is 0Z), precluding topological transitivity of X.

We also note that the proof of Theorem 1.5 could easily be adapted to allow for

a weaker version of (3) where |wn|
3 is replaced by |wn|

2+ϵ for any ϵ > 0, which would

then require stronger versions of (1) and (2) with different constants. Since our goal
was just to describe a class of examples, we chose for simplicity not to complicate
the hypotheses further.

Finally, we show two negative results. The first shows that Theorem 1.4 cannot
have hypotheses weakened to anything of the sort in Theorem 1.3 (i.e. which
guarantee slow growth only along a subsequence.)

Theorem 1.8. For every increasing unbounded function f(n), there exists a func-

tion g(n) with lim inf g(n)
f(n) = 0, and a subshift X with topological mixing with gap

function g(n), zero topological entropy, and multiple invariant measures (which are
automatically measures of maximal entropy).

Under the assumption of the specification property, the unique measure of maxi-
mal entropy is in addition known to be a weak limit of averages over periodic orbits.
Our second negative result demonstrates that for topological mixing, there is no
hope of proving such a fact, since periodic orbits might not exist no matter how
slowly f(n) grows.

Theorem 1.9. For every increasing unbounded function f(n), there exists a sub-
shift with topological mixing with gap function f(n) which contains no periodic
points.



IMPLICATIONS OF MIXING ON INTRINSIC ERGODICITY IN SYMBOLIC DYNAMICS 5

We note that Theorem 1.4 then yields intrinsic ergodicity for some subshifts
with no periodic points. We do not know whether non-uniform specification with
sufficiently slowly growing f might force the existence of periodic points.

Remark 1.10. We would like to briefly compare and contrast some of our results
to the work of Gurevic in [5]. He considered any subshift X as the decreasing
intersection of an associated sequence of shifts of finite type {Xn}; for any n, Xn

is defined as the set of all sequences where each n-letter subword is in the language
of X. He then considers two sequences of numbers defined by {Xn}. The first, αn,
is the maximum over pairs of n-letter words in the language of Xn of the minimum
distance required to interpolate between them in Xn. Since X ⊂ Xn, this is less
than or equal to the analagous quantity for pairs of n-letter words in the language
of X. Also, in his definition, he measures the distance between the initial letters
of the two n-letter words, meaning that his distances are n units greater than the
ones we consider. Summarizing, if X is topologically transitive with gap function
f(n), then n ≤ αn ≤ n+ f(n). The second sequence, ρn, is given by the differences
h(Xn)−h(X) between the topological entropies of Xn and X. Among other results,
it is shown in [5] that if h(X) > 0 and the inequality

(1) ρn ≤ e−(16+ϵ)αnh(X)

holds for some ϵ > 0 and infinitely many n, then X is intrinsically ergodic.
This result is impressive first of all because it requires information about slow

growth of αn (relative to ρn) only along a subsequence. However, the result ignores
information about slow growth of a gap function for topological transitivity (in fact,
f(n) = o(n) implies αn = n+o(n), and so for all such f , exactly the same sequences
{ρn} satisfy (1) for infinitely many n. Also, substantial information about ρn is
required, whereas it need not be considered for our results.

Examples are also given in [5] of subshifts with αn ≤ 3n for all n and multiple
measures of maximal entropy, and with αn ≤ 2n for large enough n and no periodic
points (these examples also illustrate quick decay of ρn, relevant for the results
there). Theorems 1.1, 1.8, and 1.9 exhibit the same phenomena with topological
mixing rather than just transitivity, and with even lower gap functions (though of
course without any information about ρn.)

acknowledgments
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2. Definitions

Definition 2.1. For any finite alphabet A, the full shift over A is the set AZ =
{. . . x−1x0x1 . . . : xi ∈ A}, which is viewed as a compact topological space with
the (discrete) product topology.

Definition 2.2. The shift action, denoted by {σn}n∈Z, is the Z-action on a full
shift AZ defined by (σnx)m = xm+n for m,n ∈ Z.

Definition 2.3. A point x ∈ AZ is periodic if there exists n > 0 for which
σnx = x.
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Definition 2.4. A subshift is a closed subset of a full shift AZ which is invariant
under the shift action and which is compact with respect to the induced topology
from AZ.

The single shift σ := σ1 is an automorphism on any subshift, and so for any
subshift X, (X,σ) is a topological dynamical system.

Definition 2.5. A word over A is a member of An for some n, whose length n
is denoted by |w|.
Definition 2.6. The language of a subshift X, denoted by L(X), is the set of all
words which appear in points of X. For any n ∈ Z, Ln(X) := L(X) ∩ An, the set
of words in the language of X with length n.

Definition 2.7. The topological entropy of a subshift X is

h(X) := lim
n→∞

1

n
ln |Ln(X)|.

We also need some definitions from measure-theoretic dynamics. All measures
considered in this paper will be σ-invariant Borel probability measures on a full
shift AZ, and we denote the space of such measures by M(X).

Definition 2.8. A measure µ on AZ is ergodic if any measurable set C which is
shift-invariant, meaning µ(C△σC) = 0, has measure 0 or 1.

Not all σ-invariant measures are ergodic, but a well-known result called the
ergodic decomposition shows that any non-ergodic measure can be written as a
“weighted average” (formally, an integral) of ergodic measures. Also, whenever
ergodic measures µ and ν are unequal, in fact they must be mutually singular
(µ ⊥ ν), i.e. there must exist a set R with µ(R) = ν(Rc) = 0. (See Chapter 6 of
[13] for proofs and more information.)

A measure µ being ergodic means that for f ∈ L1(µ), the so-called ergodic aver-

ages
1

N

N−1∑
i=0

f(σix) converge µ-a.e. to the “correct” value
∫
fdµ; this is essentially

the content of Birkhoff’s ergodic theorem. We will need the following related result,
which deals with the supremum of such averages rather than their limit.

Theorem 2.9 ([14], Theorem 2 (Maximal Ergodic Theorem)). For f ∈ L1(µ),

define M+f := supN∈N
1
N

∑N−1
i=0 f(σix). Then for any λ ∈ R,

λµ({M+f(x) > λ}) ≤
∫
M+f(x)>λ

f dµ.

The following corollary is immediate.

Corollary 2.10. For nonnegative f ∈ L1(µ) and Mf as in Theorem 2.9, and any
λ ∈ R,

µ({M+f(x) ≤ λ}) ≥ 1− ∥f∥1
λ

.

We note that by considering the inverse shift σ−1 instead, both of these results

also hold when M+f is replaced by M−f := supN∈N
1
N

∑N−1
i=0 f(σ−ix).

We also need the concept of measure-theoretic entropy.

Definition 2.11. For any subshift and word w ∈ Ln(X), the cylinder set [w] is
the set of all x ∈ X with x1x2 . . . xn = w.
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Definition 2.12. For any σ-invariant measure µ on a full shift AZ, the measure-
theoretic entropy of µ is

h(µ) := lim
n→∞

−1

n

∑
w∈An

µ([w]) lnµ([w]),

where terms with µ([w]) = 0 are omitted from the sum.

In Definitions 2.7 and 2.12, a standard subadditivity argument shows that the
limits can be replaced by infimums; i.e. for any n,

(2) h(X) ≤ 1

n
ln |Ln(X)| and h(µ) ≤ −1

n

∑
w∈An

µ([w]) lnµ([w]).

The classical Variational Principle (Theorem 8.6, [13]) states that for any topo-
logical dynamical system, the topological entropy h(X) is the supremum of h(µ)
over µ ∈ M(X). The following definition is then natural.

Definition 2.13. For any subshift X, a measure of maximal entropy on X is
a measure µ with support contained in X for which h(µ) = h(X).

Every subshift has at least one measure of maximal entropy; the entropy map
µ 7→ h(µ) is upper semi-continuous in that case ([13], Theorem 8.2), and so must
achieve its supremum h(X) on the compact space M(X) (endowed with the weak-∗
topology). In fact, the ergodic decomposition, along with the fact that the entropy
map is affine ([13], Theorem 8.1), implies that the extreme points of the simplex
of measures of maximal entropy are precisely the ergodic measures of maximal
entropy. In particular, any subshift with multiple measures of maximal entropy in
fact has multiple ergodic measures of maximal entropy.

We now move to the mixing properties which we will consider in this work. The
following property was originally defined in a more general setting in [10], but was
not there given a name.

Definition 2.14. A subshift X has non-uniform specification with gap func-
tion f(n) if

• f(n) is nondecreasing
• For any words w(1), w(2), . . ., w(k) ∈ L(X), and for any integers n1, . . ., nk−1

where ni ≥ f(|w(i)|) for 1 ≤ i ≤ k, there exist words v(1) ∈ Ln1(X), . . ., v(k−1) ∈
Lnk−1

(X) so that the word w(1)v(1)w(2)v(2) . . . w(k−1)v(k−1)w(k) ∈ L(X).

Definition 2.15. A subshift X has non-uniform two-sided specification with
gap function f(n) if

• f(n) is nondecreasing
• For any words w(1), w(2), . . ., w(k) ∈ L(X), and for any integers n1, . . ., nk−1

where ni ≥ max(f(|w(i)|), f(|w(i+1)|)) for 1 ≤ i < k, there exist words v(1) ∈
Ln1(X), . . ., v(k−1) ∈ Lnk−1

(X) so that the word w(1)v(1)w(2)v(2) . . . w(k−1)v(k−1)w(k) ∈
L(X).

Finally, we consider the simpler properties of topological mixing and topological
transitivity.
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Definition 2.16. A subshift X has topological mixing with gap function f(n)
if

• f(n) is nondecreasing
• For any words w, v ∈ L(X), and for every n ≥ max(f(|w|), f(|v|)), there exists a
word u ∈ Ln(X) for which wuv ∈ L(X).

Definition 2.17. A subshift X has topological transitivity with gap function
f(n) if

• f(n) is nondecreasing
• For any words w, v ∈ L(X), there exist n ≤ max(f(|w|), f(|v|)) and a word
u ∈ Ln(X) for which wuv ∈ L(X).

Usually, when topological mixing and transitivity are defined, the dependence
of the required gap on the words to be concatenated is not explicitly described in
terms of a function, but our results require such a description.

As mentioned in the introduction, non-uniform specification with gap function
f(n) ⇒ non-uniform two-sided specification with gap function f(n) ⇒ topological
mixing with gap function f(n) ⇒ topological transitivity with gap function f(n).

Remark 2.18. For these properties, the assumption that f(n) is nondecreasing
is often not explicitly required in the literature. However, it is fairly natural and
simplifies our proofs substantially.

3. Main Proofs (proofs of Theorems 1.3 and 1.4)

The first tools that we’ll need are some upper bounds on the size of |Ln(X)| for
subshifts with non-uniform two-sided specification or topological transitivity, which
generalize the well-known bound |Ln(X)| < Cenh(X) for shifts with specification. In
the case of non-uniform two-sided specification, our bound holds for all f , whereas
for topological transitivity, we need to assume that f grows slowly enough.

Theorem 3.1. If X is a subshift with non-uniform two-sided specification with gap
function f(n), then for all n, |Ln(X)| ≤ e(n+f(n))h(X).

Proof. Suppose that X is such a shift, and fix any n. Then, for every k and
any choice w1, . . . , wk ∈ Ln(X), we can use non-uniform two-sided specification to
construct a word of the form w1v1w2v2 . . . vkwk, where each vk has length f(n).
Therefore,

|Lk(n+f(n)(X)| ≥ |Ln(X)|k.

However, by (2),

|Lk(n+f(n)(X)| ≤ ek(n+f(n)h(X).

Combining these inequalities completes the proof.
�

Theorem 3.2. If X is a subshift with topological transitivity with gap function
f(n), C > 0, and M ≥ 3 is such that f(n) ≤ min(n,C lnn) for all n ≥ M , then
for all n ≥ M , |Ln(X)| ≤ 2C(lnn)e(n+C lnn+C ln 3)h(X).
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Proof. Suppose that X,C,M satisfy the hypotheses and fix any n ≥ M . We give
lower bounds on Lnk

(X) for a recursively defined sequence nk by using topological
transitivity of X. Define n0 = n. Then, for every k ≥ 0, every pair of words in
Lnk

(X) can be combined at some gap less than or equal to f(nk); this means that
there is a single gap length ik so that there is a set of such pairs of cardinality at

least
|Lnk

(X)|2

f(nk)
which can all be combined at gap ik. Define nk+1 = 2nk + ik.

Clearly all nk are at least M , and so by the assumption that f(n) ≤ n for n ≥ M ,
2nk ≤ nk+1 ≤ 3nk for all n. Therefore, 2kn ≤ nk ≤ 3kn for all k.

It is easy to prove by induction that for every k, nk ≤ 2kn + 2k−1f(n0) +
2k−2f(n1) + . . .+ f(nk−1), and so by monotonicity of f , for every k

nk ≤ 2kn+ 2k−1f(n) + 2k−2f(3n) + . . .+ f(3k−1n).

Since f(n) ≤ C lnn for n ≥ M , in fact

(3) nk ≤ 2kn+ 2k−1C lnn+ 2k−2C ln(3n) + . . .+ C ln(3k−1n)

= 2k
(
n+ C lnn

(
1

2
+

1

4
+ . . .+

1

2k

)
+ C ln 3

(
1

4
+

2

8
+ . . .+

k − 1

2k

))
≤ 2k(n+ C lnn+ C ln 3).

By definition of ik, |Lnk+1
(X)| ≥ |Lnk

(X)|2

f(nk)
for every k. By induction, for every

k, |Lnk
(X)| ≥ |Ln(X)|2k

∏k−1
i=0 f(ni)

−2k−i−1

, and so

(4)
ln |Lnk

(X)|
nk

≥
2k ln |Ln(X)| −

∑k−1
i=0 2k−i−1 ln f(ni)

2k(n+ C lnn+ ln 3)

≥
ln |Ln(X)| −

∑k−1
i=0 2−i−1 ln f(ni)

n+ C lnn+ C ln 3
.

We bound the sum somewhat similarly to above, recalling that n ≥ M ≥ 3.

k−1∑
i=0

2−i−1 ln f(ni) ≤
1

2
ln(C lnn) +

1

4
ln(C ln(3n)) + . . .+

1

2k−1
ln(C ln(3k−1n))

≤ 1

2
ln(C lnn) +

1

4
ln(C ln(n2)) + . . .+

1

2k−1
ln(C ln(n2k−1

)) = ln(C lnn) + ln 2.

Plugging this into (4) and letting k → ∞ yields

h(X) ≥ ln |Ln(X)| − (ln(C lnn) + ln 2)

n+ C lnn+ C ln 3
,

which, upon solving for |Ln(X)|, completes the proof.
�

We will also need the following general lower bound on the cardinality of a set
of words with positive measure for some measure of maximal entropy.

Theorem 3.3. For any subshift X, any measure of maximal entropy µ on X, and

any S ⊆ Ln(X), if |Ln(X)| ≤ eh(X)(n+g(n)), then |S| ≥ enh(X)− 1−µ(S)
µ(S)

g(n)h(X)− ln 2
µ(S) .

Proof. Consider such X, µ, and S. By (2),
(5)

nh(X) = nh(µ) ≤
∑

w∈An

(−µ(w) lnµ(w)) =
∑
w∈S

(−µ(w) lnµ(w))+
∑
w/∈S

(−µ(w) lnµ(w)).



10 RONNIE PAVLOV

For positive α1, . . . , αN with fixed sum S, it’s easily checked that
∑

(−αi lnαi)
is maximized when all αi are equal (to S

N ), and so its maximum value is S ln N
S .

Therefore,

(6)
∑
w∈S

(−µ(w) lnµ(w)) +
∑
w/∈S

(−µ(w) lnµ(w))

≤ µ(S) ln

(
|S|
µ(S)

)
+ (1− µ(S)) ln

(
|Ln(X)| − |S|

1− µ(S)

)
≤ µ(S) ln |S| − µ(S) lnµ(S) + (1− µ(S)) ln |Ln(X)| − (1− µ(S)) ln(1− µ(S))

≤ µ(S) ln |S|+(1−µ(S)) ln |Ln(X)|+ln 2 ≤ µ(S) ln |S|+(1−µ(S))(n+g(n))h(X)+ln 2.

(The final inequality uses the assumed upper bound on |Ln(X)|.) Combining (5)
and (6) yields

nh(X) ≤ µ(S) ln |S|+ (1− µ(S))(n+ g(n))h(X) + ln 2.

Solving for ln |S| yields

ln |S| ≥ nh(X)− 1− µ(S)

µ(S)
g(n)h(X)− ln 2

µ(S)
,

which upon exponentiation completes the proof. �

We may now prove our main results.

Proof of Theorem 1.3. Suppose for a contradiction that X has non-uniform two-
sided specification for such f and that X has multiple measures of maximal entropy.
Then, as noted in the introduction, X has ergodic measures of maximal entropy
µ ̸= ν, and µ ⊥ ν. Then, there exists R ⊂ X with µ(R) = ν(Rc) = 0. Since µ, ν are
Borel measures, there exists m and T a union of cylinder sets of words in Lm(X)
so that µ(T ), ν(T c) < 1

5 .
Define V ⊂ X to be the set of x ∈ X for which

M+(χT ) = sup
N

1

N

N−1∑
n=0

χT (σ
nx) ≤ 2µ(T ).

By Corollary 2.10 (to the Maximal Ergodic Theorem), µ(V ) ≥ 1−
∫
χT dµ

2µ(T )
=

1

2
.

For every n, define Vn to be the set of n-letter words whose cylinder sets have
nonempty intersection with V . For every n, Vn ⊇ V , and so µ(Vn) ≥ 1

2 . Also, by
definition of V , for any word w in some Vn and any prefix p of w with length ℓ, it
is the case that p contains not more than 2µ(T )ℓ < 2

5ℓ words from T .
We also note that for every n, by Theorem 3.3 it is the case that

(7) |Vn| ≥ eh(X)n−h(X)f(n)−2 ln 2.

Similarly, we define W ⊂ X to be the set of x ∈ X for which

M−(χσmT c) = sup
N

1

N

N−1∑
n=0

χσmT c(σ−nx) ≤ 2ν(T c)

and, for every n, define Wn to be the set of n-letter words whose cylinder sets,
after shifting to the left by n units, have nonempty intersection with W . By Corol-

lary 2.10 (applied to σ−1), µ(W ) ≥ 1 −
∫
χσmT cdν

2ν(T c)
=

1

2
, and so for every n,
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ν(Wn) ≥ 1
2 . By definition of W , for any word w in some Wn and any suffix s of

w with length ℓ, it is the case that s contains not more than 2ν(T c)ℓ < 2
5ℓ words

from T c. As above, for every n

(8) |Wn| ≥ eh(X)n−h(X)f(n)−2 ln 2.

We note for future reference that no word of length ℓ ≥ 5m can possibly be both
a prefix of a word in some Vn and a suffix of a word in some Wn′ ; such a word
would contain fewer than 2

5ℓ words from T and fewer than 2
5ℓ words from T c, but

its total number of m-letter subwords is ℓ−m+ 1 > 4
5ℓ, a contradiction.

Now we will complete the proof by using non-uniform two-sided specification of
X to combine words from various Vi and Wj , creating so many words in Ln(X)
that we contradict Theorem 3.1. Choose any n, and create a family of words in

Ln(X) as follows. For every integer j in [1, n−f(n)
5m+f(n) ], any w ∈ Wj(5m+f(n)), and any

v ∈ Vn−f(n)−j(5m+f(n)), we use non-uniform two-sided specification to find a word
u of length f(n) so that wuv ∈ Ln(X). We make the notation g(j, v, w) = wuv,
and claim that the map g is injective. To see this, choose any triples (j, v, w) ̸=
(j′, v′, w′). We break into the cases j = j′ and j ̸= j′.

If j = j′, then either v ̸= v′ or w ̸= w′. But g(j, v, w) = wuv and g(j′, v′, w′) =
w′u′v′, where |w| = |w′|, |u| = |u′|, and |v| = |v′|. Since v ̸= v′ or w ̸= w′, it must
be the case that g(j, v, w) ̸= g(j′, v′, w′).

Now suppose that j ̸= j′, and without loss of generality we assume j > j′.
Then g(j, v, w) = wuv and g(j′, v′, w′) = w′u′v′; suppose for a contradiction that
they are equal. Consider their common subword z occupying the indices from
j′(5m+ f(n))+ f(n)+ 1 through j(5m+ f(n)). Then z has length j(5m+ f(n))−
j′(5m+ f(n))− f(n) ≥ 5m, and is a suffix of w and a prefix of v′, a contradiction
to the fact noted above. Therefore, g(j, v, w) ̸= g(j′, v′, w′) in this case as well, and
g is injective.

Since g is an injection to Ln(X),

|Ln(X)| ≥
⌊(n−f(n))/(5m+f(n))⌋∑

j=1

|Wj(5m+f(n))||Vn−f(n)−j(5m+f(n))|.

Combining with (7) and (8) yields

|Ln(X)| ≥
⌊

n− f(n)

5m+ f(n)

⌋
(eh(X)j(5m+f(n))−h(X)f(j(5m+f(n))−2 ln 2)·

(eh(X)(n−f(n)−j(5m+f(n)))−h(X)f(n−f(n)−j(5m+f(n)))−2 ln 2)

≥
⌊

n− f(n)

5m+ f(n)

⌋
enh(X)−3h(X)f(n)−4 ln 2.

(In the final inequality, we used the fact that f(j(5m+f(n))), f(n−f(n)− j(5m+
f(n))) ≤ f(n) due to monotonicity of f .) Then, by Theorem 3.1,

e(n+f(n))h(X) ≥
⌊

n− f(n)

5m+ f(n)

⌋
enh(X)−3h(X)f(n)−4 ln 2.

We rewrite as

(9) e4h(X)f(n)+4 ln 2 ≥
⌊

n− f(n)

5m+ f(n)

⌋
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for every n. Recall, however, that lim inf f(n)
lnn = 0, and so there exists a sequence

nk for which f(nk)
lnnk

→ 0. Then the left-hand side of (9) behaves as o(nk) and the

right behaves as O(nk), which clearly contradicts (9) for large enough k. Therefore,
our original assumption of multiple measures of maximal entropy on X was false,
and X has a unique measure of maximal entropy, let’s call it µ.

It remains to show that µ is fully supported, and so for a contradiction assume
that there is a word y ∈ L(X) with µ([y]) = 0, denote its length by ℓ. Then if
we define the subshift Xy consisting of all points of X with no occurrences of y,
obviously µ is a measure on Xy, and so h(Xy) ≥ h(µ) = h(X). Since Xy ⊆ X, this
means that h(Xy) = h(X). Then by (2), for all n

(10) |Ln(Xy)| ≥ enh(X).

Now, we will again use non-uniform two-sided specification to obtain a contra-
diction to Theorem 3.1. Choose any n, and create a family of words in Ln(X)

as follows. For every integer j in [1, n−2f(n)−ℓ
f(n)+ℓ ], any w ∈ Lj(f(n)+ℓ)(Xy), and

any v ∈ Ln−2f(n)−ℓ−j(f(n)+ℓ)(Xy), we use non-uniform two-sided specification to
find words t, u of length f(n) so that wtyuv ∈ Ln(X). We make the notation
h(j, v, w) = wtyuv, and claim that the map h is injective. To see this, choose any
triples (j, v, w) ̸= (j′, v′, w′). If j = j′, then h(j, v, w) ̸= h(j′, v′, w′) exactly as
shown above for g.

If j ̸= j′, then without loss of generality we assume j > j′. Then h(j, v, w) =
wtyuv and h(j′, v′, w′) = w′t′yu′v′; suppose for a contradiction that they are equal.
Consider their common subword occupying the indices from j′(f(n)+ ℓ)+ f(n)+1
through j(f(n)+ℓ)+f(n)+ℓ. From its location in wtyuv, this word is y. However,
from its location in w′t′yu′v′, it is a subword of v′, which was assumed to be in
L(Xy), and so we have a contradiction. Therefore, h(j, v, w) ̸= h(j′, v′, w′) in this
case as well, and g is injective.

Since g is an injection, it yields

|Ln(X)| ≥
⌊n−2f(n)−ℓ

f(n)+ℓ
⌋∑

j=1

|Lj(f(n)+ℓ)||Ln−2f(n)−ℓ−j(f(n)+ℓ)(Xy)|.

Using (10) yields

(11) |Ln(X)| ≥
⌊
n− 2f(n)− ℓ

f(n) + ℓ

⌋
eh(X)(n−2f(n)−ℓ).

However, exactly as above, this contradicts Theorem 3.1 for large enough k if
f(nk)
lnnk

→ 0. Therefore, our assumption was incorrect, and µ is fully supported,
completing the proof.

�

The proof of Theorem 1.4 is very similar, but requires some slightly different
bounds, coming from Theorem 3.2 rather than Theorem 3.1.

Proof of Theorem 1.4. Choose X with topological transitivity for such f . Take any

constant C > 0 (whose value we will fix later.) Since lim f(n)
lnn = 0, we can choose M

so that f(n) ≤ min(C lnn, n) for n ≥ M . Assume for a contradiction that X has
multiple measures of maximal entropy; as before, this allows us to define ergodic
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measures of maximal entropy µ ⊥ ν. Define the sets Vn and Wn exactly as in the
proof of Theorem 1.3. Theorems 3.2 and 3.3 yield the bounds

(12) |Vn|, |Wn| ≥ (eh(X)n−h(X)(C lnn+C ln 3)−2 ln 2)/(2C lnn)

for all n ≥ M .
We then proceed similiarly as in the proof of Theorem 1.3, creating a family of

words in Ln(X) via topological transitivity. Specifically, choose any n for which n >

2M + f(n), and for every integer j in [ M
5m+f(n) ,

n−M−f(n)
5m+f(n) ], any w ∈ Wj(5m+f(n)),

and any v ∈ Vn−f(n)−j(5m+f(n)), we use topological transitivity of X to find a word
u of length iv,w ≤ max(f(j(5m + f(n))), f(n − f(n) − j(5m + f(n)))) ≤ f(n) so
that wuv ∈ L(X). Then, simply extend on the right to a word wuvt ∈ Ln(X),
and denote g(j, v, w) = wuvt. At this point, we restrict the domain; choose the
gap iv,w ≤ f(n) which was used for the maximal number of pairs, and remove
all other pairs from the domain of g. We claim that g is an injection on the
restricted domain, and to that end assume that (j, v, w) ̸= (j′, v′, w′). The case
j = j′ yields g(j, v, w) ̸= g(j′, v′, w′) exactly as in Theorem 1.3 since iv,w = iv′,w′

after restriction of the domain. When j ̸= j′, assume without loss of generality
that j > j′. If g(j, v, w) = g(j′, v′, w′), a contradiction is reached as before by
considering the subword occupying indices from j′(5m+ f(n)) + iv′,w′ + 1 through
j(5m+ f(n)), which would be both a suffix of w and a prefix of v′. Therefore,

|Ln(X)| ≥
⌊(n−M−f(n))/(5m+f(n))⌋∑

⌈M/(5m+f(n))⌉

1

f(n)
|Wj(5m+f(n))||Vn−f(n)−j(5m+f(n))|.

Since j(5m + f(n)), n − f(n) − j(5m + f(n)) ≥ M for all j, we can use (12),
yielding

|Ln(X)| ≥
⌊
n− 2M − f(n)

5m+ f(n)

⌋
(eh(X)j(5m+f(n))−h(X)(C ln(j(5m+f(n)))+C ln 3)−2 ln 2)·

(eh(X)(n−f(n)−j(5m+f(n)))−h(X)(C ln(n−f(n)−j(5m+f(n)))+C ln 3)−2 ln 2)/(f(n)(2C lnn)2)

≥
⌊

n− 2M − f(n)

f(n)(5m+ f(n))

⌋
enh(X)−h(X)(3C lnn+2C ln 3)−4 ln 2/(2C lnn)2.

(Here, the last inequality used the fact that f(n) ≤ C lnn for n ≥ M .) Combining
with Theorem 3.2 yields

2C(lnn)e(n+C lnn+C ln 3)h(X)

≥
⌊

n− 2M − f(n)

f(n)(5m+ f(n))(2C lnn)2

⌋
enh(X)−h(X)(3C lnn+2C ln 3)−4 ln 2/(2C lnn)2.

We rewrite as

(13) (2C lnn)3e4h(X)C lnn+3h(X)C ln 3+4 ln 2 ≥
⌊

n− 2M − f(n)

f(n)(5m+ f(n))

⌋
for every sufficiently large n (dependent on C). If h(X) = 0, then (13) is a con-
tradiction for large n, and so we know h(X) > 0. Now for any C < 1

4h(X) , the

left-hand side of (13) behaves as o(n), while the right behaves as O(n), which is
a contradiction for large enough n. Therefore, our original assumption of multiple
measures of maximal entropy on X was false, and so X has a unique measure of
maximal entropy µ.
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It remains to show that µ is fully supported, which will be done in exactly the
same way as in Theorem 1.3. Assume for a contradiction that there is a word
y ∈ L(X) with length ℓ for which µ([y]) = 0. Without repeating the details, we use
topological transitivity to construct a map h as before, restricting the domain to
a set of pairs which use the same gap as in the definition of g just above. Rather
than (11), we get the following slightly weaker bound.

(14) |Ln(X)| ≥
⌊
n− 2f(n)− ℓ

f(n)(f(n) + ℓ)

⌋
eh(X)(n−2f(n)−ℓ).

However, (14) still contradicts Theorem 3.1 for large enough n (and small enough

C) since f(n)
lnn → 0. Therefore, our assumption was incorrect, and µ is fully sup-

ported, completing the proof.
�

Remark 3.4. The same techniques used in the proofs of Theorems 3.2 and The-
orem 1.4 would allow a version of Theorem 1.3 assuming a weaker version of non-
uniform two-sided specification, where one only assumes that any finite set of words
can be combined for a single choice of gaps which are each less than or equal to the
corresponding thresholds for each consecutive pair of words. This would cause an
extra factor of f(n) in the upper bound from Theorem 3.1 and of (f(n))3 in the
denominator in the right-hand side of (9), which do not affect the proof. We did
not explicitly state this result because we did not want to add to the already large
list of subtly different properties considered in this paper.

4. Examples (Proofs of Theorems 1.5, 1.8, and 1.9)

We begin with Theorem 1.5, yielding a class of subshifts to which Theorem 1.4
can be applied.

Proof of Theorem 1.5. Choose any such {wn} and define X := X({wn}). We will
prove topological mixing of X via the following statement.

Claim 1: For every n, every v, w ∈ L|wn|(X), and any ℓ ∈ [2 · 3n+1, 2 · 3n+2), there
exists u with |u| = ℓ for which vuw ∈ L(X).

We begin with some auxiliary definitions. For any word w, we define functions
p(w) and s(w) which measure how close w is to the creation of a forbidden word.
Formally, p : {0, 1}∗ → NN is defined as follows: for each n, (p(w))(n) is the
maximum length of a prefix of w which is also a subword of wn. The function s is
similarly defined; the only difference is that “prefix” is replaced by “suffix.” Clearly,
0 ≤ (p(w))(n), (s(w))(n) ≤ min(|w|, |wn|) for each n. We note that (p(w))(n) =
|wn| iff w has wn as a prefix, and (s(w))(n) = |wn| iff w has wn as a suffix.

We need some simple facts about the behavior of p, s when single letters are
prepended or appended to a word; we begin with s. It should be clear that
(s(wa))(n), (s(aw))(n) ≤ (s(w))(n) + 1 for all n, w, and a. We also claim that for
every w, there exists a so that (s(wa))(n) ≤ 1

3 |wn|. If (s(w))(n) < 1
3 |wn|, then this

is true for any choice of a since (s(wa))(n) ≤ (s(w))(n) + 1. If (s(w))(n) ≥ 1
3 |wn|,

then w has a suffix s of length at least 1
3 |wn| which is a subword of wn. It cannot

be the case that both s0 and s1 are subwords of wn, since this would contradict
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hypothesis (3) on wn. Therefore, there exists a so that sa is not a subword of
wn, meaning that (s(wa))(n) ≤ 1

3 |wn|. For later reference, we say that any such
a is a “right n-breaking” letter for w. Finally, we note that when |w| ≥ |wn|,
(s(aw))(n) = (s(w))(n); for such w, any subword of wn is a suffix of w iff it is a suf-
fix of aw. We omit the similar proofs that (p(aw))(n), (p(wa))(n) ≤ (p(w))(n) + 1,
that for every w there exists at least one “left n-breaking letter” a for which
(p(aw))(n) ≤ 1

3 |wn|, and that when |w| ≥ |wn|, (p(wa))(n) = (p(w))(n).

The main step in the proof of Claim 1 is the following.

Claim 2: For any w ∈ L|wn|(X) and for any ℓ ∈ [3n+1, 3n+2], there exist words
t, u of length ℓ so that tw, wu contain no word wi for 1 ≤ i ≤ n, and for which
(p(tw))(i), (s(wu))(i) < 1

2 |wi| for 1 ≤ i ≤ n. (This implies as well that for 1 ≤ i ≤ n,

twu contains no word wi and (p(twu))(i), (s(twu))(i) < 1
2 |wi|, since |w| = |wn|.)

We prove Claim 2 by induction on n. In all cases, we describe only the proof of
existence of u, as that of t is trivially similar. The base case n = 1 is simple; for any
w ∈ L|w1|(X), simply define u by following w by ℓ right 1-breaking letters. Then

(s(wu))(1) ≤ 1
3 |w1| < 1

2 |w1|, w contained no occurrence of w1 since w ∈ L(X), and
none of the right 1-breaking letters could be the last letter of an occurrence of w1

by definition.
Now, for any n > 1, assume Claim 2 for n − 1, and choose ℓ ∈ [3n+1, 3n+2].

We break into cases depending on whether (s(w))(n) < |wn| − 3n or (s(w))(n) ≥
|wn| − 3n. First, suppose that (s(w))(n) < |wn| − 3n. Then, consider the suffix w′

of w with length |wn−1|. Clearly w′ ∈ L(X), and so by the inductive hypothesis
there exists u′ with length 3n for which w′u′ contains no word wi for 1 ≤ i ≤ n− 1,
and (s(w′u′))(i) < 1

2 |wi| for 1 ≤ i ≤ n − 1. Since |w′| = |wn−1| and w contains
no wi for 1 ≤ i ≤ n − 1 (it’s in L(X)), wu′ also contains no wi for 1 ≤ i ≤ n − 1.
Since |w′u′| ≥ |wn−1|, (s(wu′))(i) = (s(w′u′))(i) < 1

2 |wi| for 1 ≤ i ≤ n− 1 as well.
Finally, for any prefix p of u′, (s(wp))(n) ≤ (s(w))(n) + |p| < |wn|, so wu′ contains
no wn.

We now follow wu′ by a word u′′ of length ℓ − 3n > 2n made up of letters
which are right j-breaking for j following the pattern n, 1, 2, 1, 3, 1, 2, 1, 4,
. . . . By this, we mean that each letter is right j-breaking for the proper j and
for the word made up of wu′ followed by the previously placed letters. We claim
that wu′u′′ contains no word wi for 1 ≤ i ≤ n, and that (s(wu′u′′))(i) < 1

2 |wi|
for 1 ≤ i ≤ n. Since wu′ contains no wi for 1 ≤ i ≤ n, if wu′u′′ did contain
some wi, there would exist a prefix p of u′′ for which wu′p has wi as a suffix.
However, the final letter of p has distance at most 2i from either the end of wu′

or from the nearest occurrence of a right i-breaking letter to the left. Therefore
(s(wu′p))(i) ≤ max((s(wu′))(i), 1

3 |wi|) + 2i ≤ 1
2 |wi| + 2i < |wi| by hypothesis (2),

a contradiction to wu′p ending with wi. In particular, for each 1 ≤ i ≤ n, the
rightmost letter in u′′ has distance less than or equal to 2i from some i-breaking
letter, and so (s(wu′u′′))(i) ≤ 1

3 |wi| + 2i < 1
2 |wi| for each i by hypothesis (2). We

can then define u = u′u′′ to satisfy the conclusion of Claim 2.
If instead (s(w))(n) ≥ |wn| − 3n, then we use the fact that w ∈ L(X) to find

a 3n-letter word x for which wx ∈ L(X). Some letter of wx must be right n-
breaking for the portion of wx preceding it, else for some prefix p of x we have
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(s(wp))(n) = |wn|, meaning that wp (and so also wx) contains wn, a contradiction
to wx ∈ L(X). Define x′ to be a prefix of x ending with such a right n-breaking
letter; then (s(wx′))(n) ≤ 1

3 |wn|. Then, as above, we apply the inductive hypothesis
to the suffix of length |wn−1| of wx′ to find x′′ with length 3n so that wx′x′′ contains
no wi for 1 ≤ i ≤ n and (s(wx′x′′))(i) < 1

2 |wi| for 1 ≤ i ≤ n − 1. Note that

also (s(wx′x′′))(n) ≤ (s(wx′))(n) + 3n ≤ 1
3 |wn| + 3n < 1

2 |wn| by hypothesis (2).
Now, we proceed exactly as in the previous case, following by a word x′′′ of length
ℓ − 2 · 3n > 2n made of right i-breaking letters for i following the pattern n, 1, 2,
1, 3, 1, 2, 1, 4, . . . . Exactly as in the previous case, wx′x′′x′′′ contains no word wi,
and (s(wx′x′′x′′′))(i) < 1

2 |wi| for 1 ≤ i ≤ n. We can then take u = x′x′′x′′′ as in
the conclusion of Claim 2. In each case, we’ve found u as in Claim 2, completing
the proof of Claim 2 by induction.

We now prove Claim 1. Take any v, w ∈ L|wn|(X) and any ℓ ∈ [2 ·3n+1, 2 ·3n+2);

partition ℓ = ℓ′ + ℓ′′ for ℓ′, ℓ′′ ∈ [3n+1, 3n+2]. By Claim 2, there exist t′, u′ of
length ℓ′ and t′′, u′′ of length ℓ′′ so that t′vu′, t′′wu′′ contain no wi for 1 ≤ i ≤ n,
and (p(t′vu′))(i), (s(t′vu′))(i), (p(t′′wu′′))(i), (s(t′′wu′′))(i) < 1

2 |wi| for 1 ≤ i ≤ n.
We now consider the word t′vu′t′′wu′′. First, we claim that it contains no wi for
1 ≤ i ≤ n. To see this, note that if it did contain some wi, it could not be
contained in either t′vu′ or t′′wu′′, and then either t′vu′ ends with a subword of wi

of length at least 1
2 |wi| (contradicting (s(t′vu′))(i) < 1

2 |wi|) or t′′wu′′ begins with

a subword of wi of length at least 1
2 |wi| (contradicting (p(t′′wu′′))(i) < 1

2 |wi|). We

also note that |t′vu′t′′wu′′| ≤ 2|wn| + 4 · 3n+2 < |wn+1| by hypothesis (2), and so
(p(t′vu′t′′wu′′))(i), (s(t′vu′t′′wu′′))(i) < 1

2 |wi| for 1 ≤ i ≤ n. In fact, since 2|wn|+
4 ·3n+2 < 1

2 |wn+1| by hypothesis (2), (p(t′vu′t′′wu′′))(i), (s(t′vu′t′′wu′′))(i) < 1
2 |wi|

for all i. We are now ready to show that t′vu′t′′wu′′ ∈ L(X), which will complete
our proof since it would imply that vu′tu′′w ∈ L(X) and |u′t′′| = ℓ.

The idea is to add left and right breaking letters similarly to the proof of Claim
2. We alternate between placing letters to the right of t′vu′t′′wu′′ which are right
j-breaking for j following the pattern 1, 2, 1, 3, 1, 2, 1, 4, . . . and to the left
which are left j-breaking for j following the reversed pattern . . ., 4, 1, 2, 1, 3, 1,
2, 1. For each placed letter, when we say it is left or right j-breaking, we mean
that it is left or right j-breaking for the word comprised of t′vu′t′′wu′′ together
with all previously placed letters to its left and right. This process yields a point
x ∈ {0, 1}Z. We claim that x ∈ X, which will imply that vu′t′′w ∈ L(X).

For this, we need only show that x contains no wi. Suppose for a contradiction
that x contains some wi. Define by z the first word during the construction of x
containing wi. Then z has wi as either a suffix or prefix; we treat only the former
case as the latter is trivially similar. By construction, either z occurs within the first
2i+1 steps of the construction of x, or within 2i+1 steps of the placement of a right
i-breaking letter. Therefore, z = qyr, where |q| + |r| ≤ 2i+1 and (s(y))(i) < 1

2 |wi|
(either because y = t′vu′t′′wu′′ or because y ended with a right i-breaking letter).
Then, (s(z))(i) ≤ 1

2 |wi|+2i+1 < |wi| by hypothesis (2), a contradiction to z having
wi as a suffix. We’ve shown that x contains no wi, so x ∈ X and vu′t′′w ∈ L(X),
completing the proof of Claim 1.

It remains only to show that Claim 1 implies the desired topological mixing of
X. Consider any words v, w ∈ L(X) with |v|, |w| ≤ |wn| and any ℓ > 2 · 3n+1.
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Choose n′ so that ℓ ∈ [2 · 3n′+1, 2 · 3n′+2); clearly n′ ≥ n. Then, there exist
v′, w′ ∈ L|wn′ |(X) where v′ ends in v and w′ starts with w. By Claim 1, there
exists u with |u| = ℓ for which v′uw′ ∈ L(X), and then clearly vuw ∈ L(X) as
well. This proves that X is topologically mixing with gap function f defined by

f(n) = 2 · 3k+1 for n ∈ (|wk−1|, |wk|]. It is clear that lim f(n)
lnn = 0 given hypothesis

(1) on |wn|, completing the proof of the theorem.
�

Next, we prove Theorem 1.8, demonstrating that topological mixing with slow
growth along a subsequence cannot in general imply intrinsic ergodicity (or even
positive topological entropy!).

Proof of Theorem 1.8. Choose any increasing unbounded function f(n). Define
increasing sequences of integers (mk) and (nk) as follows. First, define n1 = m1 = 1.
Then, for each k > 1, choose mk to be greater than nk−1+3mk−1 and large enough
that f(mk) > knk−1, and define nk = kmk. Define a subshift X on {0, 1} as
follows: for x ∈ {0, 1}N, x is in X iff for every k, every (nk + 3mk)-letter subword
of x contains at least nk letters which are equal to their neighbor to the right.

We claim that the only invariant measures on X are convex combinations of the
δ-measures on the points 0Z, 1Z. To see this, suppose that µ is an invariant measure
on X. Then, for every x ∈ X, the ergodic averages

1

nk + 3nk

nk+3mk−1∑
i=0

χ[00]∪[11](σ
ix)

converge to 1 as k → ∞ since mk

nk
→ 0. Therefore, by Birkhoff’s ergodic theorem,

µ([00]∪ [11]) = 1, and so µ-a.e. x ∈ X has all digits equal to their neighbor on the
right. This means that µ is a convex combination of δ0Z and δ1Z as claimed. Since
all such measures have entropy 0, by the variational principle, h(X) = 0, and so
δ0Z and δ1Z are ergodic measures of maximal entropy.

We now claim that for every k, any words v, w ∈ Lmk
(X), and any ℓ ≥ 2nk−1,

there exists u ∈ Lℓ(X) so that vuw ∈ L(X). To see this, choose any k and
any v, w ∈ Lmk

(X). Define the maximal constant prefix and suffix pv, sv of v
and the maximal constant prefix and suffix pw, sw of w. Say that the constant
words pv, sv, pw, sw contain the letters πv, σv, πw, σw respectively. We now claim

that for every ℓ ≥ 2nk−1, π∞
v vσ

nk−1
v π

ℓ−nk−1
w wσ∞

w ∈ X, which will imply that

vσ
nk−1
v π

ℓ−nk−1
w w ∈ L(X), allowing us to take u = σ

nk−1
v π

ℓ−nk−1
w .

For this proof, we need to show that for every j and every (nj +3mj)-letter sub-

word z of π∞
v vσ

nk−1
v π

ℓ−nk−1
w wσ∞

w , z contains at least nj letters equal to their neigh-
bor on the right. We break into cases, and first treat the case where j ≥ k. Then z

has length nj+3mj > nj+2mk. However, the only letters of π∞
v vσ

nk−1
v π

ℓ−nk−1
w wσ∞

w

which are not equal to their neighbor on the right are either the final letter of σ
nk−1
v

or non-terminal letters of v or w, and the total number of such letters is less than
2mk. So, z has at least nj letters equal to their neighbors on the right.

Now assume that j < k, and again |z| = nj + 3mj ≤ nk−1 + 3mk−1 < mk. If
z is a subword of either v or w, then z contains at least nj letters equal to their

neighbor on the right since v, w ∈ L(X). If z contains either σ
nk−1
v or π

ℓ−nk−1
w , then

z contains nk−1 letters which are equal to their neighbors on the right (recall that v

ends with σv and w begins with πw). If z is contained in σ
nk−1
v π

ℓ−nk−1
w , then z has
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at least nj letters equal to their neighbor on the right; in fact it has at most one
letter without this property. The only remaining case is that z = qr, where either
r is a prefix of v and q has all letters πv, q is a suffix of v and r has all letters σv,
r is a prefix of w and q has all letters πw, or q is a suffix of w and r has all letters
σw. We treat only the first case, as the others are extremely similar. Note that
since r ∈ L(X), there exists q′ with length |q| so that q′r ∈ L(X); in particular,
q′r contains at least nj letters equal to their neighbor on the right. Obviously qr
contains at least as many letters equal to their neighbors on the right as q′r, and
so qr has at least nj letters equal to their neighbor on the right.

We have shown that π∞
v vσ

nk−1
v π

ℓ−nk−1
w wσ∞

w ∈ X, and so verified the claim that
for every k, any words v, w ∈ Lmk

(X), and any ℓ ≥ 2nk−1, there exists u ∈ Lℓ(X)
so that vuw ∈ L(X). Clearly then, for any words v, w ∈ Ln(X) with n ≤ mk and
for any ℓ ≥ 2nk−1, we can extend v on the left and w on the right to words in
Lmk

(X), and we will again find u ∈ Lℓ(X) for which vuw ∈ L(X). Therefore X is
topologically mixing for the function g defined by g(n) = 2nk−1 for n ∈ (mk−1,mk].

Since we assumed that f(mk) > knk−1,
g(mk)
f(mk)

= 2nk−1

f(mk)
→ 0 and so lim inf g(n)

f(n) = 0.

�

Finally, we prove Theorem 1.9, showing that for unbounded gap functions, topo-
logical mixing never implies the existence of periodic points.

Proof of Theorem 1.9. We construct a class of examples with no periodic points,
and show that the class contains subshifts with topological mixing for arbitrarily
slowly growing gap function. Choose any sequence {nk} with the property that
nk > 2nk−1 + 2k for all k.

Fix any subshift S on the alphabet {0, 1} without periodic points. We define X
on the same alphabet {0, 1} by the following rule: a point x ∈ {0, 1}Z is in X if and
only if for every k, every (nk+2k)-letter subword of x contains a subword in Lk(S).
Then clearly X has no periodic points, since every point of X contains arbitrarily
long words in L(S). We claim that in addition, X is topologically mixing with gap
function depending on {nk}.

To show this, consider any k, any two words v, w ∈ Lnk
(X), and any ℓ ≥ 2(k−1);

we will show that there exists u with length ℓ so that vuw ∈ L(X). Assume first
that ℓ is even.

Of the prefixes of v, choose the one with maximal length which is in L(S), and
denote it by pv. Similarly define a prefix pw of w, and suffixes sv and sw of v and
w respectively. Since pv, sw ∈ L(S), there exist a left-infinite sequence x and a
right-infinite sequence y for which xpv, swy ∈ L(S). Similarly, since sv, pw ∈ L(S),
there exist s, t with length ℓ/2 ≥ k − 1 so that svs, tpw ∈ L(S). We claim that
xvstwy ∈ X, which will imply that vstw ∈ L(X), completing our proof by taking
u = st.

For this proof, we need to show that for every j and every (nj+2j)-letter subword
z of xvstwy, z contains a word in Lj(S). We break into cases, and first treat the
case where j > k. Then z has length nj + 2j > 2nj−1 + 4j ≥ 2nk + 4j. If ℓ/2 ≥ j,
then z must contain a j-letter subword of one of s, t, x, or y, and then it contains
a word in Lj(S) by definitions of s, t, x, and y. If ℓ/2 < j, then z must contain a
j-letter subword of either x or y, and again it then contains a word in Lj(S).

Suppose instead that |z| = nj + 2j for j ≤ k. Clearly, if z is a subword of either
v or w, then z contains a word in Lj(S) since v, w ∈ L(X). Similarly, if z contains
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a j-letter subword of x, y, svs, or tpw, then again it contains a word in Lj(S). If z
contains letters from both s and t, then z contains a j-letter subword of either s or
t, which in either case is a word in Lj(S). The only remaining case is that z = qr,
where either |q| < j and r is a prefix of v, |q| < j and r is a prefix of w, q is a suffix
of v and |r| < j, or q is a suffix of w and |r| < j. Note that this cannot happen
for j = k, and so now we know that j < k. We treat only the case |q| < j and r a
prefix of v, as the others are extremely similar. Recall that pv is the prefix of v of
maximal length which is in L(S).

If |q| ≥ j − |pv|, then z = qr contains a j-letter subword of xpv ∈ L(S), which
is in Lj(S). The only remaining case is that |q| < j − |pv|, implying that |pv| < j
and that |r| > nj + j + |pv|. We claim that in this case, r actually contains a
word in Lj(S), which obviously implies that z does as well. It suffices to show
that the (nj + j + |pv| + 1)-letter prefix r′ of v contains a word in Lj(S), since r
contains r′. Recall that v was in L(X), so there exists q′ with length j−|pv|−1 for
which q′r′ ∈ L(X). In particular, this means that q′r′ contains a word in Lj(S).
However, this word in Lm(S) cannot contain any letters of q′; if it did, then it
would by necessity contain the prefix of r′ of length |pv|+1, which by definition of
pv was not in L(S), a contradiction. Therefore, r′ contains that word in Lj(S), and
we are done. As stated earlier, the other possibilities for q, r are similar, and so we
have shown that xvstwy ∈ X, and in particular that for even ℓ ≥ 2k, that there
exists u with length 2(k − 1) so that vuw ∈ L(X). The proof for odd ℓ ≥ 2(k − 1)
requires nearly no change; one just takes the lengths of s and t to be ⌊ℓ/2⌋ and
⌈ℓ/2⌉ respectively.

Since any u, v ∈ L(X) with lengths less than or equal to nk can be extended on
the left and right to words in Lnk

(X), X is topologically mixing with gap function
g(n) which is equal to 0 for 0 < n ≤ n1 and 2k for nk < n ≤ nk+1. We now note
that this g can be chosen less than or equal to an arbitrary unbounded function f ,
for instance by defining {nk} so that for all k, f(nk) > 2k. Then, since topological
mixing with gap function g implies topological mixing for f ≥ g, we are done.

�
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