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The structure of generalized BI-algebras
and weakening relation algebras

Nikolaos Galatos and Peter Jipsen

Abstract. Generalized bunched implication algebras (GBI-algebras) are
defined as residuated lattices with a Heyting implication, and are posi-
tioned between Boolean algebras with operators and lattices with oper-
ators. We characterize congruences on GBIl-algebras by filters that are
closed under Gumm-—Ursini terms, and for involutive GBI-algebras these
terms simplify to a dual version of the congruence term for relation al-
gebras together with two more terms. We prove that representable weak-
ening relation algebras form a variety of cyclic involutive GBI-algebras,
denoted by RWkKRA, containing the variety of representable relation alge-
bras. We describe a double-division conucleus construction on residuated
lattices and on (cyclic involutive) GBI-algebras and show that it gen-
eralizes Comer’s double coset construction for relation algebras. Also,
we explore how the double-division conucleus construction interacts with
other class operators and in particular with variety generation. We focus
on the fact that it preserves a special discriminator term, thus yielding
interesting discriminator varieties of GBI-algebras, including RWkRA. To
illustrate the generality of the variety of weakening relation algebras, we
prove that all distributive lattice-ordered pregroups and hence all lattice-
ordered groups embed, as residuated lattices, into representable weaken-
ing relation algebras on chains. Moreover, every representable weakening
relation algebra is embedded in the algebra of all residuated maps on a
doubly-algebraic distributive lattice. We give a number of other instruc-
tive examples that show how the double-division conucleus illuminates the
structure of distributive involutive residuated lattices and GBI-algebras.
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1. Introduction and terminology

A residuated lattice is an algebra A = (A, A,V,-,\,/,1) where (4,A,V) is a
lattice, (4,-,1) is a monoid and \,/ are the left and right residuals of -, i.e.,
2y <z <= y<z\z < z<z/yforalaxyzecA

A residuated lattice is commutative if it satisfies the identity xy = yz, or
equivalently z\y = y/x. It is called integral if it satisfies x < 1. A Brouwerian
algebra is a residuated lattice where multiplication and meet coincide: xy =
zAy. Using a slightly modified signature, it is an algebra A = (A, A, V, -, —, T)
that is a lattice with top T such that for all z,y,z € A

TNYy<z < y<zx— 2.

It follows that it is commutative, integral and distributive. Heyting algebras are
defined as bounded Brouwerian algebras expanded with a constant | denoting
the least element.

A generalized bunched implication algebra (or GBI-algebra) is an algebra

A:(A,/\,V,—>,T,'7\7/,1)

such that (A, A,V,,\,/,1) is a residuated lattice and (A4,A,V,-,—,T) is a
Brouwerian algebra. Alternatively one may also call these algebras residuated
Brouwerian algebras. Bounded GBI-algebras are expansions of GBI-algebras
with an additional constant | which is defined to be the bottom element.
Hence GBI-algebras have Brouwerian algebra reducts, while bounded GBI-
algebras have Heyting algebra reducts, so these algebras are also referred to
as residuated Heyting algebras. Residuated operations always distribute over
lattice joins, hence Heyting algebras, Brouwerian algebras and (bounded) GBI-
algebras have distributive lattice reducts. The intuitionistic negation is defined
by mx = ¢ — L. A bunched implication algebra (or Bl-algebra) is a com-
mutative bounded GBI-algebra. These algebras are the algebraic semantics
of bunched implication logic which is part of separation logic, a program-
ming logic for modeling mutable data structures and concurrent processes
[19,20]. Heyting algebras are (term equivalent to) the subvariety of bounded
Bl-algebras that satisfy A y = zy (or equivalently © — y = z\y = y/x). A
recent publication [4] on MV-algebras expanded with a Godel algebra impli-
cation considers another subvariety of bounded Bl-algebras.

Well known examples of (noncommutative) bounded GBI-algebras come
from algebras of binary relations. Let R be a collection of binary relations on a
set X such that R is closed under N, U, —, ;.\, / and contains a largest relation
T, the empty relation ), as well as a relation E such that FoR=RoF =R
for all R € R. Here the operation — is defined by R — S = R°U S (where € is
complementation with respect to T), relation composition is written ; and \, /
are defined by the usual expressions for residuals on binary relations: R\S =
(R7;S8%)¢and R/S = (R®; S7)¢, where ~ denotes the converse operation R~ =
{(z,9) : (y,z) € R}. The algebra (R,N,U,—, T,0,-,\,/, E) is a bounded GBI-
algebra and, in fact, (term equivalent to) a representable relation algebra.

Originally Tarski [21] and Jénsson and Tarski [16] defined the variety
RA of (abstract) relation algebras as Boolean algebras (A, A,V,—, T, L) with
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an associative binary operator - (i.e., distributes over V in each argument)
and a unary operator ~ such that - has a unit element 1, 27~ = z, (zy)~ =
y~x~ and x7 - —(ay) < —y. Alternatively, relation algebras are of the form
(A, AV, =, T, L,-,7 1) where (A4,A,V,—, T, L) is a Boolean algebra, (4,-,1)
is a monoid and for all x,y,z € A

ryNz=1 <= (z-y )Ahe=1 < (z7-2)Ay= L.

In the above example of algebras of binary relations, R = R — ) = =R
and R~ = =(R\-F). Conversely, given the abstract relation algebra signature
A, V, =, T, L, - 1,7 the terms for the GBI-signature are defined as in the rep-
resentable case: © — y = —x Vy and z\y = =(z7 - ), x/y = ~(—x - y7).
Again it is easy to check that every (abstract) relation algebra is a bounded
GBI-algebra. However relation algebras are a proper subvariety since they have
Boolean algebra reducts and satisfy additional identities (see Lemma 1.1).

In relation algebras the composition of complementation and converse be-
haves like an involution for the residuated lattice reduct. More specifically, we
consider the context of pointed residuated lattices (also known as FL-algebras),
which are expansions of residuated lattices by an arbitrary negation constant 0
and by the linear negation terms ~x = x\0 and —z = 0/x. In this signature we
consider the identities ~—z = © = —~z (involutivity) and ~x = —x (cyclic-
ity), defining the varieties InFL of involutive FL-algebras and CylnFL of cyclic
involutive FL-algebras [10]. The importance of involution stems from the fact
that in InFL the residuals are expressible in terms of multiplication - and the
linear negations: z\y = ~(—y-z) = ~x+y and z/y = —(y-~x) = x+ —y hold
in InFL, where x +y = ~((—y)(—z)) = —((~y)(~x)) is the dual of multiplica-
tion with respect to the linear negations. Involutive FL-algebras can be defined
in the signature A,V,-,\,/, 1,0, but also in the signature A, V,-, ~, —, 1,0, or
even in A, -, ~, —, 1.

In relation algebras ~ is definable as complement-converse since ~x =
2\0 = =(z~ - =0) = —(z~ - 1) = =(z7). Since converse and complement
commute in relation algebras, it follows that ~~xz = z and applying — on both
sides gives cyclicity. Therefore all relation algebras have reducts in CyInFL, but
the situation is even better explained in the context of pointed GBI-algebras,
as then we can capture the full signature of relation algebras.

We denote by InGBI the variety of involutive GBI-algebras. Since T is
the greatest element in a GBI-algebra, in the involutive case it is easy to see
that ~T = —T and that this is a least element, denoted by _L. In other words
involutive GBI-algebras are automatically bounded, hence they have Heyting
algebra reducts. Furthermore, they admit a dual Heyting algebra structure as
well, where the join operation has a dual residual:

z<aVy e ~((-r) = (=2) <y

Therefore involutive GBI-algebras have bi-Heyting algebra reducts. Relation
algebras are precisely cyclic involutive GBI-algebras that satisfy a few more
identities as is shown in the lemma below. Among other things in relation
algebras the elements 1 and 0 are complements.
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Lemma 1.1. Relation algebras are term equivalent to cyclic involutive GBI-
algebras that satisfy ——x = x, ~—x = —~~z and ~~(zy) = —~y - "~z (where
-z =x — L1 ). The term-equivalence is given by ©~ = —~x and ~x = —(x7).

Proof. Let A = (A,A,V,—, L, T,-,7,1) be a relation algebra. It is well known
that A is a residuated Boolean algebra [18,10], hence (term-equivalent to) a
GBIl-algebra with  — y = —x Vy, z\y = —(z7 - —y) and z/y = ~(—z - y7).
The identity =——x = z holds since x — 1 is complementation in a Boolean
algebra. The involutive constant is 0 = —1, hence cyclicity holds: 2\0 = —(z~
1) = =(27) = =(1-27) = 0/z. Defining ~x = —(z~) and recalling that —,~
commute in relation algebras, we obtain ~~x = = and =~ = —~x, whence the
second and third identity also hold.

Conversely, assume A = (A, A,V,—, L, T,-,~,1) is a cyclic involutive
GBIl-algebra that satisfies the three identities. Then (A,-,1) is a monoid,
(A, A, V,—, L, T) is a Heyting algebra and the identity ——z = x implies it is a
Boolean algebra. Defining ™~ = —~ux, it suffices to prove that xyAz = L <—
(z-y YAz =1 < (27 -z) Ay =1L then (A, A,V,—, L, T,-,7,1) is a rela-
tion algebra. Using complementation and residuation we have zyAz = L <=
2y < -z = < zfy <= —(-z/y) < —x <= —(-z/y) ANx = L. Using
cyclic involution and the last two identities, we get =(—z/y) = =~ (y - ~—z) =
z -~y = z -y, proving the first equivalence, and the second one follows
similarly. O

Skew relation algebras [7] are defined as Boolean InFL’-algebras (where
2/ = —z), or equivalently as involutive GBI-algebras that have a Boolean
reduct (i.e., satisfy -—x = x). In [7] it is proved that skew relation algebras that
satisfy —~(zy) = =~y - -~z are relation algebras. This shows that cyclicity
and ~—x = —~x are not needed in the preceding lemma.

Examples of non-Boolean involutive algebras of concrete binary relations
are obtained as follows: let R be a collection of binary relations on some
set X that are closed under N,U, —,;,~ (where ~ is complement-converse)
and contain a biggest relation T as well as a relation E that contains the
identity relation on X such that F;R = R = R; E for all R € R. Then R
with the above operations is a cyclic involutive GBI-algebra. Such algebras
are called representable since they are based on binary relations. Note that
FE is a preorder since it is reflexive and E; F = E. In addition every R € R
satisfies F; R; E C R, and relations with this property are called weakening
relations with respect to the preorder E: if 2’ Fx, xRy and yFEy’, the weaker
condition z’ Ey’ also holds. We will be investigating such algebras of weakening
relations in Section 6.

This paper describes the algebraic structure of GBI-algebras and invo-
lutive bounded GBI-algebras, in a way that is inspired by and connects to
relation algebras. Weakening relations provide an interesting model of cyclic
involutive GBI-algebras, as well as a generalization of representable relation
algebras. We describe a general construction of a double-division conucleus
and show that when applied to algebras of relations it yields algebras of weak-
ening relations. Several constructions on relation algebras are examined from
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this point of view and turn out to behave well in this non-classical setting. It
should also be noted that the varieties of (cyclic) involutive residuated lattices
and distributive residuated lattices have decidable equational theories [8,9]
while this is not the case for relation algebras.

From the point of view of relation algebras, bounded GBI-algebras are
an interesting class of Heyting algebras with operators, positioned between
Boolean algebras with operators and lattices with operators. From the perspec-
tive of algebraic logic, Heyting algebras with operators provide the algebraic
semantics for intuitionistic polymodal logic.

2. Congruences in relation algebras and residuated lattices

We begin with a brief review of congruence ideals in relation algebras [17].
Since they have Boolean algebra reducts, a congruence 6 on a relation algebra
A is determined by the L-congruence class I = [L]p. Such a set I is called a
congruence ideal, and is always a Boolean algebra ideal. Moreover the congru-
ence relation can be recovered from a congruence ideal: 8 = {(z,y) : c Py € I}
where @ is the symmetric difference z @y = (x A —y) V (- A y). In a similar
way congruence filters are defined as the congruence classes of T.

Theorem 2.1 ([17]). An ideal I of a relation algebra is a congruence ideal if
and only if for all x € I we have TaT € I.

In the forward direction, observe that Tz T 0§ TLT = L since lx =zl =
L in any residuated lattice, hence also in any relation algebra. Therefore any
congruence ideal I has the property that = € I implies Tz T € I. Conversely,
let I be an ideal with the property that = € I implies Tz T € I. To conclude
that I is a congruence ideal, it suffices to show that = @ y € I implies ™~ &
Yy ,xz B yz,zx ®zy € I. Since 7 < z7 -x -7 < TaT, it follows that I is
closed under converse. Therefore © @ y € I implies (x ®y)” =z~ Dy~ € 1,
which shows that xfy implies ™~ 0y~. Moreover, if t ®y € [ then z A~y € I,
hence

rzA=(yz) = (@ Ay vV —y))z A -(yz)
= ((@Ay)zV (2 A=y)2) A=(yz)
< (w2 A=(y2)) V(2 A —y)z A (yz)

<LVT(xA-y)TA(y2)

<T(zA-y)T el
By the same argument —(zz) Ayz € I follows from -z Ay € I, so we conclude
that xz @ yz € I. The proof for za & zy € I is similar.

We will be working with congruence filters instead of congruence ideals,

due to the asymmetry of (non-involutive) GBI-algebras. The following result

is obtained by taking the dual of the term TaT, whichis L4+z+ 1L = T\z/T.
We will generalize this result in Theorem 4.1.

Corollary 2.2. A filter F' of a relation algebra is a congruence filter if and only
if for all x € F we have T\z/T € F.
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Residuated lattices are considerably more general than relation algebras,
so characterizing their congruences requires a slightly different strategy. A
congruence 6 on a residuated lattice A is determined by [1]g since xfy <=
2\yAy\zAl € [1]y, so A is 1-regular. The terms A, (x) = (a\xa)Al and p,(z) =
(azx/a) A1 are the left and right conjugates. A third term ko (z,y) = (aVx) Ay
implies convexity for sublattices closed under it. Together the terms kg, Ag, pa
form a set of Gumm-Ursini ideal terms [11] for residuated lattices. A convez
normal subalgebra is a subset H that is closed under A,V,-,1,\,/, Kas Aa, Pa
for all a € A.

Theorem 2.3. ([2]) For a residuated lattice A, a subset N of A is the 1-
congruence class of some 0 € Con(A) if and only if N is a convexr normal
subalgebra. Moreover, Con(A) is isomorphic to the lattice of convexr normal
subalgebras via the bijection 0 — [1]g and N — {(x,y) : x\y Ay\e A1 € N}.

Since Brouwerian algebras and Heyting algebras are residuated lattices
(with zy = Ay and a L element in the latter case) the preceding result
specializes to these algebras. In particular, a congruence 6 on a Brouwerian
algebra is determined by the lattice filter F' = [T]y, which ends up being
exactly the characterization of convex normal subalgebras in this residuated
lattice. Conversely, given a lattice filter F, the relation 0p = {(z,y) : (z —
y) A (y — x) € F} is a congruence on the Brouwerian algebra. The term
(x — y) A (y — ) is usually abbreviated z < y.

3. Congruences on GBI-algebras

We now consider the case of congruences on GBI-algebras. Note that the re-
sults in this section are new even for Bl-algebras. Commutativity of - makes
the conjugates A4, p, superfluous but it does not substantially simplify the
interaction of A, — with -, \, /.

Since GBI-algebras are residuated lattices in two ways, congruences are
determined by either their congruence class of T or their congruence class of 1.
We first give a characterization of the congruence classes of T.

3.1. Congruences via their classes of T

For a GBl-algebra A we would like to find conditions on a filter F' such that
0 = {(z,y) : * < y € F} is a congruence on A. Properties of < ensure
that 0r is an equivalence relation. It remains to show that a 6r ¢ implies
axbfp cxband bxa O bxcfor all a,b,c € A and x € {-,\,/,—}. That O is
compatible with — is easy to see and also follows from the characterization of
congruences in Brouwerian algebras by lattice filters. So given a — ¢ € F we
want to conclude that

ab — ¢b, ba — be, c\b — a\b, b\a — b\c, a/b — ¢/b, b/c — bja € F

for all b € A.
We will consider the first condition: a — ¢ € F implies ab — ¢b € F'. By
the upward closure of F', a — ¢ € F is equivalent to the existence of an x € F'
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such that z < a — ¢, namely a Az < c¢. Likewise, ab — ¢b € F' is equivalent to
the existence of y € F' such that y < ab — ¢b. If F' is closed under the term
Ugp(x) = ab— (x Aa)b

then we can take y = uq () and it follows that y = ab — (z Aa)b < ab — ¢b,
hence ab — ¢cb € F.

Conversely, if F' is a congruence filter, say F' = [T]y then it is indeed the
case that F is closed under the term u,,(x) for all x € F and all a,b € A: let
r € F, then x0T, hence

Uap(x) 0 U p(T) =ab— (T ANa)b=ab—ab=T

and we conclude that u,,(x) € F. Consequently, the first condition is equiv-
alent to closure of F' under the term uq(x) = ab — (z A a)b. Similarly, the
second term ba — be will be in F' if and only if for all a,b € A and all x € F
we have uy, ,(z) = ba — bla Ax) € F.
Furthermore, closure of F' under u,; and u;’b is equivalent to the condi-
tions that for all a,b € A,
Upp:Vx €F, Jye F, yNab< (zAa)b
Uyp: Vo € F, 3y e F, ba Ny <blaNx)
since I is upward closed. We also define the terms
Vap(x) =a— (xAab)/b, v,y (x) =a—Db\(baAz), w(x)=T\z/T
and their corresponding conditions
Vap: Ve € F, ye F, (yANa)b <z Aab
ap VT €F, Jye F, blany) <baizx
W:VzxeF, JyeF, TyT <x

The full characterization of congruence filters for GBI-algebras is as follows.

Theorem 3.1. A lattice filter F' of a GBI-algebra A is a congruence filter if
and only if for all a,b € A the set F is closed under

I
Ua,b, ua7b7 w
or equivalently under
! !/
Ua,bs Uq by Va,by Vg, p-

Also, closure under each term corresponds to the validity of the corresponding
condition for all a,b € A.

Proof. To see that congruence filters of GBI-algebras satisfy the closure con-
dition, it suffices to check that for x = T each of the terms evaluates to T.

For the reverse implication, we have already observed that if F' is closed
under uqp(2),uy, () then 6 = {(a,c) : a < ¢ € F'} is preserved by the
monoid operation.

Let a — ¢ € F. To see that a/b — ¢/b € F and b\a — b\c € F holds,
one uses the terms a/b — (a A x)/b and b\a — b\(a A z). We will show that
these terms can be replaced with v, () and v}, ,(x) or alternatively with the
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simpler term w(z). For the first of these claims, note that closure under the
term b\a — b\ (aAx) is equivalent to closure under v, ,(z) = a—0b\(baAz). The
forward direction is obtained by setting a := ba and using that a < b\ba; the
backward direction is obtained by setting a := b\a and using that b(b\a) < a.
Likewise, we obtain closure under v, ;(z).

Now assume F' is closed under w, and let x = a — ¢ € F', hence aAx < c.
Now

w(z)=T\z/T <z/T=T—-2/T <a/b—z/b
since T\e < 1\z =z, a/b < T and b < T. Moreover,
a/b—x/b="T A (a/b— x/b)

= (a/b— a/b) A (a/b — z/b)

=a/b— ((a/b) A (z/b))

=a/b— (anz)/b
so closure of F' under w(z) implies closure of F under a/b — (aAx)/b. Similarly
w(z) < b\a — b\(a A z).

Next, we show that closure under u,u’,v,v’" implies that the following
conditions hold for all a,b € A

Qap:Vx €F, JyeF, a/(bAz) <y— (a/d)

Qup:Vr €F, Iy F, (xAb)\a<y— (b\a)
We show that @, , for all a,b € A, follows from Uqy, V, , for all a,b € A. In
particular, we will show that if x € F and a,b € A, then there exists y € F
such that (z A b)\a < y — (b\a) namely y A (z A b)\a < b\a. We first note
that by V/, there is 2 € F' such that b(1 A z) < bl A . Also, by Uy (112)\(b\a)

applied to z, there is y € F' such that yA1[(1A2)\(b\a)] < (1A2)[(1A2)\(D\a)].
Consequently, combining all of the above we have

y A Ab)\a] <y A bA2)Na] =y A[(1A2)\(b\a)]
< (AA2)[(TA2)\(B\a)] < b\a
which yields the result. Condition @, follows in a similar way.
Now suppose I satisfies the conditions Qg p, @, ;, for all a,b € A. Assume

that £ = a — ¢ € F and let b € A. From @, we get y € F such that
b/(aNz) <y— (b/a), or equivalently y <b/(a Ax)— (b/a). Hence

ahz<c = ble<b/(anz) = y<b/c—b/a.
The argument for ¢\b — a\b is similar. O

In the above characterization, in contrast with Corollary 2.2 for relation
algebras, the term w is not enough by itself, as can be seen by considering
integral GBI-algebras, i.e., where T = 1 since in this case w(z) = x.

Corollary 3.2. For a GBI-algebra A, Con(A) is isomorphic to the lattice of
congruence filters via the bijection 0 — [T|g and F — {(z,y) : x < y € F}.
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The characterization of a congruence filter F' can also be expressed by
conditions similar to normality in groups. For a set X and a binary operation
x € {\,V,,\,/,—} let X *xa ={z+a:x € X}. Note that condition U,
states that for all z € F there exists y € F' such that y A ab < (z A a)b. This
can be rephrased by the condition (F' A a)b C T(F A ab). Similar calculations
for the other terms give the following result.

Corollary 3.3. A lattice filter F' in a GBl-algebra A is a congruence filter if
and only if it satisfies the following conditions for all a,b € A,

1((F A a)b) = 1(F Aab) = 1(a(b A F))
or equivalently the conditions for all a,b € A,

(FANa)bCT(FAab), a(bANF)CT(abAF) and FCT(TFT).

Given a GBl-algebra A, an element d € A is called a filter element if
there exists a congruence 6 on A such that d is the smallest element of [Ty,
or equivalently the principal filter Td is a congruence filter.

The next corollary follows by instantiating the conditions for F' = 1d
according to Corollary 3.3; the easiest way to do that is to see that if we chose
z = d in the conditions, then we can also choose y = d.

Corollary 3.4. An element d is a filter element of a GBI-algebra if and only if
foralla,be A

(dha)b=abNd=a(bAd)
or equivalently for all a,b € A
dNhab<(dAa)b, abANd<a(bAd) and TdT =d.

For a finite GBI-algebra, all congruence filters are principal, so the set of
filter elements is in one-one correspondence with congruences of the algebra.

3.2. Congruences via their classes of 1

While it is more convenient to work with congruence filters in GBI-algebras
than with congruence classes of 1, the latter approach is well known for resid-
uated lattices, so we also extend it to GBIl-algebras.

As mentioned before, a subset N of a residuated lattice A is equal to [1]s
for some congruence @ if and only if it is a convex normal subalgebra of A, or
equivalently, if it is a subalgebra of A and it is closed under the terms, for all
a€ A,

Aa(2) = (@\za) N1, po(z) = (az/a) N1, Kq(z,y)=(aVa)Ay.

In [10] it is also shown that a subset M of a residuated lattice A is equal to
[1], for some congruence 6 if and only if it is a convex normal submonoid of
A~ or equivalently, if it is a submonoid of A and it is closed under the terms,
for all a € A,

Aa(2) = (a\za) N1,  po(z) = (ax/a) N1, Kq(z,1)=(aV )AL
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The correspondence between convex normal subalgebras N and submonoids
M of a residuated lattice is given by M = N~ and N = {z : m <2 < 1/m
for some m € M}; here X~ ={re X : 2 <1}.

It is easy to see that M is a convex normal submonoid if and only if it is
a convex submonoid and it satisfies the conditions of normality

Ny :Ve e M,3y € M,ya < ax and Ve € M,3y € M,ay < za

or equivalently that 7(Ma) = T(aM).
To extend the above to the setting of GBI-algebras, we consider the terms

rap(x) = (a— (ax AD)/OAL,  sqp(x) = ((a — xb)/(a = D)) A1

and tq(x) = ((a — b)/(za — b)) A 1. For a convex normal submonoid M of
A~ we also consider the corresponding conditions

Rop:VxeM, Jye M, anyb<ax AD,
Sap: Ve e M, Jy € M, y(a —b) < a— xb,
Top: Ve € M, Jy € M, za—b<y\(a—b).

Note that under the assumption of N, for all a € A, the condition R, is
equivalent to

R;yb:VxGM, Jye M, ay Nb<aAzxb.

Indeed, if x € M, and a,b € A, then by N, there exists ' € M such
that bz’ < zb. Also, Ry, applied to z’ yields an " € M such that b A 2"a <
bz’ A a. Finally, by N, applying to " we obtain a y € M such that ay < z”a.
Therefore, we have

ay ANb<bAz"a<br' Na=aAnbr <aAxd.

Similarly, in the presence of normality, R follows from R’.

Theorem 3.5. For a GBI-algebra A, a subset N is equal to [1]g for some con-
gruence 0 on A if and only if N is a convex normal subalgebra of the residuated
lattice reduct of A that is closed under rqp for all a,b € A, or equivalently,
under Sqp and t,p for all a,b € A.

Proof. By Theorem 2.3, N = [1]y, so to check that N is closed under the terms
Sap and t, it suffices to check that sq5(1) = t4,5(1) = 1. This is true since
1 < y/y holds in any residuated lattice.

For the reverse implication, assume afc and let d = ¢/a A 1. Then 1 =
(aJa A1) 0 (¢/a A1), hence d € [l]p = N from which we conclude that
tap(d) € N. Now

tap(d) = ((a = b)/((¢c/anl)a—=Db)AN1<((a—b)/(c—=Db) AL

since (¢/a A 1)a < (¢/a)a < ¢ and the term (¢/a A 1)a occurs in an order-
preserving position. It follows that (a — b)/(c — b) A1 € N, and the same
calculation with a, ¢ interchanged shows that (¢ — b)/(a — b) A1 € N, hence
(a—D) 6 (c—0D).
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Next assume bfc and let d = ¢/b A 1. Again we have € N, hence

Sap(d) € N. The calculation
Sap(d) = ((a — (¢/bAL)D)/(a =D)AL < ((a—c)/(a—D)A1

and a similar with b, ¢ interchanged show that (¢ — b) 6 (a — ¢).

We now observe that the term ¢,;(z) can be replaced by the term
rap(z) = (a — (ax Ab))/bAL, since rqp(1) =1 and if z =b/a A 1 then

Tab—c(b/aNl) = (a— ((b/aAD)zA(b—c)))/(b—c)A1
<(a—c)/(b—c)N1

and similarly for a, b interchanged. Hence if N is closed under 74 p—..(z) then
afb implies (a — ¢) 6 (b — c¢).

Finally we show that condition S, ; follows from the rest. Let z € N~
and a,b € A. By condition R&,b there exists z € N~ such that az Ab < a A xb.
Also by Rg q—p there exists y € N~ such that

aNyla—b) <azA(a—b) <(a—az)A(a—Db)
=a—(azAb)<a—(aNzb)=(a—a)A(a—2xb)=0a—xb

so a AaAy(a—b) < aband hence y(a — b) < a — xb. O

We define N C A to be a convex normal subalgebra of a GBI-algebra A
if it satisfies the conditions of the above theorem. In other words normality
in the setting of GBI-algebras requires one more condition than normality for
residuated lattices.

Corollary 3.6. For a GBI-algebra A, Con(A) is isomorphic to the lattice of
conver normal subalgebras of A wvia the bijections

0+—[1lg and N {(z,y):z/yAy/zAle N}

Corollary 3.7. A subset N of a GBI-algebra A is a convex normal subalgebra
of A if and only if it is a convexr normal subalgebra of the residuated-lattice
reduct of A and for all a,b € A

T(aN~ Ab) =T(aANTD).
It follows that the properties
aNANbCT(N"bAa) a— NbC (N (a—b) Na—bC [(N \(a—0D))
also hold for all a,b € A.

Proof. This is a direct translation of the conditions R, R’, S and T 0

An element ¢ in a residuated lattice A is called a congruence element
if it is the least element of a convex normal subalgebra of A. Recall that an
element c is called central if ac = ca for all @ € A. In Lemma 3.51 of [10] it
is shown that ¢ is a congruence element of a residuated lattice if and only if ¢
is a central negative idempotent element. An element ¢ of a GBl-algebra A is
called a congruence element of A if it is the minimum of some convex normal
subalgebra of A. Note that then c¢ is a fortiori a congruence element of the
residuated-lattice reduct of A.
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Corollary 3.8. An element c is a congruence element of a GBI-algebra A if
and only if

zec=cr=xNcT forallxe A.

Moreover, a congruence element ¢ satisfies c> = ¢ < 1, a Acb = ac A b,
cla —b) <a—cbandca—b<c\(a—b) foralla,be A.

Proof. For a congruence element c, the conditions ¢ = ¢ < 1, ac = ca, aAch =

acA\b, c(a —b) <a— cband ca — b < c\(a— b) follow easily by noting that
if z = ¢ in the conditions N, R, R', S, T, then the choice y = ¢ is necessary and
sufficient. Taking a =x and b= T givesx AcT =a2cA T = zc.

Conversely, if zc = cx = 2 A cT for all x € A then ¢® = cAcT = ¢,
c=cl=1ANcT <landaAcb=aAbAcT =aAcT Ab=acAb. O

3.3. Correspondence between congruences classes

The following result explains how we can move between the congruence class
of 1 and the congruence class of T for congruences on GBIl-algebras. For no-
tational convenience, we define 7Y = {x: y <z <1 for some y € Y'}.

Theorem 3.9. For GBIl-algebras there is a one-one correspondence between
congruence filters F' and negative parts M = N~ of convex normal subalgebras
N wvia the mutually inverse lattice isomorphisms

Fs17(FAL) and M — 1(MT) [=1(NT)].

Proof. Let F be a congruence filter of a GBI-algebra. Clearly all elements of
17 (F A1) are negative and the set is convex.

To show that 17 (F A1) is closed under multiplication, let z,y € 17 (FAL).
Then there exist di,do € F, withdy Al <x <landdyN1<y<1,soif we
show that (1 Ady)(1 Ade) € 17 (F A1), then we will also get xy € 17 (F A1)
by order preservation. With that goal in mind, note that by condition U {,1 Ads
there exists d, € F such that (1 Ady)1Ady < (1Ady)(1Ady), hence

TAd Ady < (TAd)IAd, < (TAd)(1Ady) <1.
Since F' is closed under meet, we have that dy Ad, € F,so 1Ady Adhy € FAL
and (1Ady)(1Ade) € T7(FAL).

We now show normality of T7(F A 1l). Let a € A and d € F. Then by

conditions Uy , on d and V{ , on d’ we get the existence of elements d’,d"” € F,
respectively, such that

a(lAdy<a-1Ad =d Nl-a<(dA1)a
where the existence of d” depends on d’, so it makes sense to read the above
line from right to left.

Now let a,b € A and d € F. By conditions Uy , and V3 we have that
there exist d’,d” € F such that

aN(d'ADb<aAd ANlb=alANd ANb<a(lAd)ANb.

So, for all a,b € A and z € 17 (F A1), there exists y € T~ (F' A 1) such that
a A yb < ax A'b. Thus we have established R, ; for all a,b € A.
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Conversely, let N be a convex normal subalgebra of A and M = N~.
We will show that T(MT) = 7(INT) is a congruence filter. It is clear that
it is upward closed. Also, that it is closed under meets follows from the fact
that for ¢1,¢o € M we have ¢y A ca € M and also (¢1 Aea)T < ¢1T,e2T. So,
(61 A CQ)T <ciTAceaT.

If 2 € {(MT) and a,b € A, then there is ¢ € M with ¢T < z. By using
(from right to left in the displayed calculation below) condition R:LT, Ny and
R, T, there exist ¢/, ¢”, " € M such that

abAN"T <abd" AT =abd” <acb=(ac ANT)b < (aAcT)b.

So, there is y = ¢""T € MT C 1(MT) such that y A ab < (x A a)b, by
order-preservation. This establishes condition U, p; likewise we obtain Ué,b'

We will now prove condition V5, that is we will show that if z € T(MT)
and a,b € A, thereisy € MT C 1(MT) such that (yAa)b < xAab. There exists
¢ € M with ¢T < 2. By using (from right to left in the displayed calculation
below) conditions R’;, N and R, we have that there exist ¢/,¢”, ¢ € M such
that

(and”"T)b < (acd” AT)b=acd’b<abd =abd N T <abAcT

which yields (¢"T Aa)b < ¢T A ab as required.

That the maps are order-preserving is clear. We will show that they are
mutually inverse. To show that T[(17(F A 1))T] = F note that by Uy 7, for
d € F there exists d’ € F such that d = 1T Ad' < (1Ad)T.So (FAL)T CTF
and by order-preservation of multiplication and the upward closure of F' we get
T[(T7(FAL1))T] C F. For the reverse inclusion, we have that by V; T, ford € F'
there exists d’ € F such that (' A1)T <dA1T =d. So FC[(FAL)T] C
11~ (F A D).

For the other composition we show that 17 [(TMT) A 1] = M. We have
that for all ¢ € M, there exists ¢ € M such that ¢/ = 1 AT < 1 AT,
so MT A1 C M and hence T [(TMT) A 1] € M. Also, we have that for
all ¢ € M, there exists ¢ € M such that 1A T < 1leAT =¢ < 1, so
M C 1= (MT A1) C 1 [(IMT) AL O

Corollary 3.10. Congruence elements ¢ and filter elements d of GBI-algebras
are in one-one correspondence via ¢+ Tc and dv— d A 1.

Proof. Tf F = 1d then the least element of T~ (FAL) is dA1. Also, if N = [¢,1/c],
then M = N~ = [¢, 1] and the least element of 17 (M T) is ¢T. The maps are
mutually inverse because Tc A1 =T A cl = ¢ for any congruence element c,
and (dA1)T =dA 1T =d for any filter element d. O

4. Congruences on involutive GBI-algebras

For involutive GBIl-algebras the characterization of congruence filters sim-
plifies further since the residuals \,/ are definable by z\y = ~((—y)x) and
x/y = —(y(~a)). This implies that only the operations A,V,—, -, ~, — need
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to preserve congruence relations. Filters already characterize Brouwerian al-
gebra congruences, so it suffices to find terms that show a — ¢ € F implies
ab — ¢b,ba — bc,~c — ~a,—c — —a € F. Recall that intuitionistic negation
is defined by the term —x =x — L.

Theorem 4.1. For an involutive GBI-algebra, a lattice filter F is a congruence
filter if and only if ~~x,——x,~(T(—x)T) € F, for allz € F.

Proof. To prove the forward implication, we note that congruence filters are
indeed closed under these terms since -~T = -1 = T, -—T = T and
~MT(=T)T) = ~(TLT) =~L =T.

For the reverse implication, suppose F' is closed under the given terms,
and let t =a — b € F. Then a A z < b, from which we deduce —b < —(a A x)
and therefore —(a A ) — —a < —b — —a. Note that

——r=—-2r—1l<-2r——-a=(-a— —a)A\(—x— —a)
=(-aV—-x)— —a=—-(aNzx) > —a

hence ~—x € F implies —b — —a € F' as required. By a similar calculation, if
a—be F then ~b— ~a € F.
The term ~(T(—x)T) is a translation of T\z/T

(TM\2)/T = (~T4+a)+ =T =~T 4z +~T =~(T(-2)T).

As in the proof of Theorem 3.1 this term is used to show that afc implies
a/b 0 c/b, or equivalently —(b(~a))0 —(b(~c)). Applying ~ gives b(~a)8 b(~c),
and replacing a,c by —a, —c we get ba 6 be. The proof for ale = ab 0 cb is
similar. 0

The three congruence terms in the preceding theorem contain no param-
eters, which means that the variety of involutive GBI-algebras has the con-
gruence extension property and the corresponding logic has a local deduction
theorem [10].

The 3-element MV-algebra L3 = {0,a,1} with0 < a < 1,aa =0, ~a =a
and —a = 0 is a involutive Bl-algebra that shows a € —~a # ~—a. The 4-
element Boolean involutive Bl-algebra By = {1,b,1, T} withb-b= L1, T-b=10
and ~1 = 1 shows that ~~b £ b.

Hence the terms —~x, =—x are not decreasing. However, all three terms
in Theorem 4.1 are meet-preserving, e.g., -~(z Ay) = (~z V ~y) — L =
—~x A —=~y. Now consider the term

T(z) = A~z A=z A~(T(=2)T).

Corollary 4.2. The following hold for involutive GBI-algebras.

(1) A lattice filter F is a congruence filter if and only if ~F C [(—=F), —F C
L(=F) and F C 1(TFT).

(2) The congruence filter generated by a set'Y is T{r™(y) : y € (Y),n € w}
where (Y) is the lattice filter generated by Y.

(3) An element d is a filter element if and only if T(d) = d or, equivalently,
if ~od = —d, ~dV d =T and TdT = d.
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(4) Any filter element d is complemented, with complement ~d that is also
a filter element. The set of filter elements is a Boolean subalgebra of the
{N,V,~, T, L}-reduct of the GBI-algebra.

Proof. (1) The filter F is closed under —~x if for all z € F there exists a
y € F such that y < —~x. This is equivalent to each of the following equivalent
statements:

Voedy~x Ay < L, Vody ~x < —y, Vo ~x € |[(-F), ~F C |[(=F).

The other conditions are derived in a similar way.

(2) Let F =1{r"(y) : y € (Y),n € w}. Given a,b € F we have a > 7 (x)
and b > 7"(y) for some x,y € (Y). By symmetry we may assume m < n, so
anNb>T" () AT (y) > 7"(2) AT (y) = T (x Ay) € F since z Ay € (V).

Also =~b > —~7(y) > T (y) € F, and ~—b,~(T(=b)T) € F is
proved the same way.

(3) By Theorem 4.1 a principal filter 1d is a congruence filter if and only
if d < —=~d, d < -—d and d < T\d/T. The first condition is equivalent to
d AN ~d = 1, and by applying — we obtain —d V d = T. In a similar way
we obtain d A —d = 1 and ~d V d = T. Therefore, both ~d and —d are
complements of d in the distributive lattice A, hence ~d = —d. Finally, from
d < T\d/T we get TdT < d and the reverse inclusion follows because 1 < T.

(4) That ~d and —d both serve as complements of d follows from (3),
and that they are equal follows from uniqueness of complements in distributive
lattices. We will now check the three conditions of (3) for the element ~d. To
show that the two linear negations coincide for the element ~d = —d, we
have ~(~d) = ~(—d) = d = —(~d). Furthermore, from ~d VvV d = T we
get ~(~d)V ~d = ~—dV ~d = dV ~d = T. Finally, since TdT = d, by
Lemma 5.4(4) below, it follows that T\d/T = d, hence L +d+ 1 = d, so
T(~d)T=~(L+d+ 1) =~d.

We now show that if ¢ and d are filter elements, then so is c¢Vd, by checking
the conditions in (3). We have ~(¢V d) = ~¢ A ~d = —c N —d = —(cVd) and
T(eVd)T = TeTVTAT = ¢Vd. Finally, ~(cVd)V(cVd) = (~eA~d)V(cVd) =
(~eVeVd)AN(~dVeVvd)=(TVAd)A(TVe =T.

Therefore filter elements are closed under ~ and V, and consequently also
under A. O

Filter elements in relation algebras are easier to describe because the
terms =~z and ~—x are equal to each other (since = and ~ commute) and
they define the converse.

Recall that an algebra is called semisimple if it is a subdirect product of
simple algebras.

Lemma 4.3. Every finite involutive GBI-algebra is a direct product of simple
algebras. In particular, finite involutive GBI-algebras are semisimple.

Proof. By Lemma 4.2(4) the congruence lattice of a finite involutive GBI-
algebra is a Boolean algebra, hence every congruence is a factor congruence.
Therefore every finite such algebra decomposes as a direct product of directly
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indecomposable algebras, which are simple as their only congruence elements
are the top and the bottom. O

The condition of involutivity cannot be dropped since there are finite
Heyting algebras that are subdirectly irreducible but not simple.

Examples of other classes of semisimple involutive GBI-algebras are given
in Theorem 5.9 and Corollary 5.12.

5. Double-division conucleus

In this section we present a new method for constructing residuated lattices,
called the double-division conucleus construction and we show that it spe-
cializes to GBI-algebras. Based on this method we give a range of examples
of GBIl-algebras and define two subvarieties that are closely related to, but
significantly more general than, representable relation algebras and relation
algebras.

5.1. The construction

Recall that an interior operator & on a poset is a contractive idempotent
monotone function, i.e., 6(d(x)) = §(z) <z and x < y = §(z) < d(y) for all
z,y € A.

A weak conucleus § on a residuated lattice is an interior operator that
satisfies the conuclear property for multiplication: §(x)d(y) < d(zy). It is easy
to see that this property is equivalent to the identity §(d(z)d(y)) = d(z)d(y),
and we note that the concept of weak conucleus makes sense even for partially-
ordered semigroups.

For a residuated lattice A = (A, A,V,-,\,/,1) define

As={x:0(z) =2} = {6(x) : x € A},
zhsy=0(xNy), z\sy=90(z\y), and z/5y=0d(z/y).

A residuated lattice-ordered semigroup is defined like a residuated lattice, but
without the assumption that it has a multiplicative identity, and of course
without the constant 1 in the signature. (In [1] it is shown that not all resid-
uated lattice-ordered semigroups can be embedded into residuated lattices.)

Lemma 5.1. If § is a weak conucleus on a residuated lattice-ordered semigroup
A, then (As, Ao, Vs, \ss /5) 18 a residuated lattice-ordered semigroup. If As has
an identity element e, then Ay = (As, As, V,+, \s, /5, €) is a residuated lattice.

Proof. This result is a version of [10, 3.41] that does not involve the monoid
unit. O

A topological interior operator on a meet-semilattice is an interior opera-
tor that satisfies the conuclear property for meet: §(x) Ad(y) < §(z Ay) for all
x,y € A; the reverse inequality is true for all interior operators, so the identity
d(zAy) = d(x) Ad(y) holds. A weak conucleus on a residuated lattice with this
property is called a topological weak conucleus; in other words a topological
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weak conucleus is precisely a weak conucleus with respect to both multiplica-
tion and meet. The following lemma points out that in this case the operation
As coincides with A, so (As, A, V,+) is a subalgebra of the A, V, - reduct of A.

Lemma 5.2. If § is a topological weak conucleus on a residuated lattice-ordered
semigroup A = (A, N\, V, -\, /), then (As,\,V,-,\s, /s) is a residuated lattice-
ordered semigroup. If As has an identity element e, then As = (As, A\, V, -, \s,
/s,€) is a residuated lattice. Moreover, any {A,V,-}-universal formula that

holds in A also holds in Ag.

In particular, unlike weak conuclei, the topological ones preserve distribu-
tivity. The above result applies to GBI-algebras, in which case we define

x—sy=90(x—y) and Ts=06(T).

Theorem 5.3. If § is a topological weak conucleus on a GBl-algebra A and
As has an identity element e, then Ay = (As,\,V,—s, Ts5,+ \s,/6,€) 1S a
GBl-algebra. If A is bounded or commutative, so is As. More generally, any
{N,V, - }-universal formula that holds in A also holds in As.

Proof. By Lemma 5.1, (45, As, V, +, \s, /s) is a residuated lattice-ordered semi-
group, and since the Brouwerian algebra (A, A,V,—,T) is also a residuated
lattice with A as monoid operation, it follows again by Lemma 5.1 that Ay is
closed under A and (As, A, V, —4,0(T)) is a Brouwerian algebra. That o(T) is
the top element of As follows from the monotonicity of 4. O

In a residuated lattice-ordered semigroup A, an element p € A is called
positive if for all x € A, p\z,2/p < x < px,ap. Note that in a residuated
lattice an element is positive if and only if 1 < p. We also define the following
maps on A:

dp(x) =p\z/p and vp(x) = prp, where z € A.

Lemma 5.4. Let A be a residuated lattice-ordered semigroup, and p a positive
idempotent element of A. The following hold:

(1) z =p\z if and only if px = x.

(2) z =x/p if and only if xp = x.

(3) x =p\a/p iff p\a = =a/p. Also, x = pxp iff xp = x = px.

(4) p\x/p = if and only if pxp = x.

(5) The maps x — px, x — xp and y, are closure operators.

(6) The maps x — p\z, x — x/p and 6, are weak conuclei.

(7) vp and d, have the same image.

Proof. (1) Since p is positive, we have p\z < 1\z < x < pz. Therefore
r=p\r <= z<p\rv <<= pr<z <= pr=uzx.
The proof of (2) is analogous.
(3) Note that = < px,axp < pxp, so x = pxp implies © = pr and = = zp.
The converse is also true, since if ¢ = pzr = xp, then prp = pxr = x. So, x = pap
if and only if x = pz = xp. In a similar way, using that p\z/p < p\z,z/p <z
one shows that z = p\z/p < = =p\z = z/p.
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(4) This result follows from (1), (2) and (3).

(5) Since p is positive, we have < pz. From the idempotence of p, we
obtain ppr = px. Finally by order preservation of multiplication we get that
x +— px is order-preserving. Likewise z +— xp is a closure operator, and v, is
their composition, so it is also a closure operator.

(6) Since p is positive, we have p\z < z. Since p is idempotent, we
have p\p\z = p?\z = p\z. By order preservation of division in the numerator
position we get that  — p\z is order-preserving. Finally we have (p\z)(p\y) <
p\zy because p(p\z)(p\y) < z(p\y) < zy, since p is positive. Likewise we get
that = — x/p is a conucleus, and so is d,, being their composition.

(7) This follows from (4), (5) and (6). O

For two positive idempotent elements p, ¢ € A, the map 7, 4(z) = pzgisa
closure operator and 9, ,(z) = p\z/q is a conucleus, with the same set of fixed
elements, because they are compositions of the appropriate maps mentioned in
the previous theorem. The first two items of the next theorem also hold with
this more generalized notion, except for the fact that the image need not have
an identity element; we only get that p is a left identity and ¢ is a right identity.
Since we are interested in algebras with identity, we do not pursue this direction
further. We will see that the double-conucleus construction generalizes a result
of Jénsson [15] for relation algebras, which in turn generalizes Comer’s double
coset construction [3] for group relation algebras. This construction is defined
by taking a subgroup P of a group G and considering double cosets PgP,
originally defined by Dresher and Ore [5]. The latter paper also considers two
subgroups P and @ of G and double cosets of the form Pg(Q), therefore it links
to the more general maps vy, , and d,, 4.

For a residuated lattice or GBI-algebra A and positive idempotent p, we
define

P\A/p={p\a/p:ac A}, z\py=p\(z\y)/p, z/py=p\(z/y)/p and
P\A/p = (P\A/D, A\, Vs \ps /ps D)-

Theorem 5.5. Let A = (A,A,V,-,\,/) be a residuated lattice-ordered semi-
group and p a positive idempotent. Then the following hold:

(1) 6, is a topological weak conucleus.

(2) p\A/p is a residuated lattice.

(3) If A is involutive with negation constant 0 and ~p = —p, then p\A/p
is also involutive with linear negation constant §,(0) = p\0/p = p\0 and
~pp = —pp i pP\A/p. Moreover p\A/p is a subalgebra of A with respect
to the operations A\, V, -, ~, — and differs only in the constants for 0 and 1.
Hence all constant-free universal formulas are preserved.

(4) If A is a GBI-algebra, then p\A/p is also a GBI-algebra.

Proof. That the map J, is a conucleus was proved in Lemma 5.4. That it is
topological follows from the fact that divisions distribute over meets in the
numerator position. If A is involutive with negation constant 0 and p\0 =
0/p, we have 6,(0) = p\0/p = p\(p\0) = p\0. We will show that the in-
volutions are the same in the two structures. For all € p\A/p we have
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~pt = 2\pop(0) = 0p(2\0p(0)) = p\(2\(p\0))/p = (pzp)\0/p = (pzp)\(P\0) =
(p?zp)\0 = (pxp)\0 = 2\0 = ~uz, since = is a fixed-point of 7,. Likewise
—pT = —2. Now, ~p,—px = ~—2 = x and —,~,z = —~x = z, by involutivity
of A, hence p\A/p is involutive. Finally, we have ~pp = ~p = —p = —pp. O

The above construction generalizes a simpler one in semigroups. Given
an idempotent element p of a semigroup A, the subset pAp = {pap : a € A}
is equal to the set {y € A : py = y = yp} of all elements for which p is a two-
sided identity. Also, pAp is a subsemigroup of A and it is actually a monoid
with identity element p. The map 7, (x) = pzrp in general fails to be a monoid
homomorphism (exhibited by a 6-element monoid).

The construction also generalizes a particular case of a result for relation
algebras [15] (namely the case where the equivalence elements are positive).
Recall that by Lemma 1.1 relation algebras can be defined as cyclic involutive
GBI-algebras with Boolean negation and (zy)~ = y~ ", where the converse
is defined by x>~ = ~—ux.

Lemma 5.6. If A is a relation algebra and p is a positive idempotent of A such
that p~ = p, then p\A/p is also a relation algebra.

Proof. Note that p~ = p is equivalent to ~—p = p and to —p = ~p. We first
show that p\A/p is a subalgebra of A with respect to converse.

We assume that d,(x) = = and will show that é,(—z) = —z. We have
dp(mx) = p\~z/p = ~p+ x4+ ~p = p+ z+ p = =(pzp) = -z. So,
p\A/p is closed under involution, negation (which is Boolean in A, hence also
in p\A/p) and under converse since x~ = —~zx.

Finally, (zy)~» = y~ra~» for z,y € p\A/p follows from the fact that
x~» = 2~ and the fact that (zy)~ =y~ 2~ holds in A. U

5.2. Varieties from double-conuclei images

If IC is a class of residuated lattices or GBI-algebras, we denote by d/C the class
{P\A/p: A € K,1 <p=7p?pe A} of all double-division conuclei images of
algebras in K by positive idempotents. We will show that for certain types of
varieties V), the subalgebras of dV form a variety.

The following lemma guarantees in particular that if a class K is closed
under direct products then diC is also closed under direct products. We will use
H, S, P, I, V, Py and Ps for the usual class operators of homomorphic images,
subalgebras, products, isomorphic copies, variety generated by, ultraproducts
and subdirect products respectively.

Lemma 5.7. Let K be a class of residuated lattices or GBI-algebras. Then
(1) dPK = PdK.
(2) dSK C SdK.
(3) PudK C IdPyK.
(4) dIX =IdK.

Proof. (1) First note that given p; € A; for all i € I, we have that p = (p;)ier is

a positive idempotent in [],.; A; if and only if p; is positive idempotent in A;
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for all i € I. We will show that if all A; are residuated lattices or GBI-algebras
and p; is a positive idempotent of A, for all i € I, then [, ; pi\Ai/p; is equal
to p\(IL;c; Ai)/p, where p = (pi)icr. We set B; = p;\A;/p;, for i € I, B =
[l;c;Bi and A = J[,.; A;. That the underlying sets of [],.; pi\A;/p; and
p\(I],c; Ai)/p are equal follows from the fact that the operations are computed
coordinate-wise; the fact that the conucleus d, is defined by a polynomial (a
term with parameters) is what makes this argument work. If x is an operation
and b = (b;)ier,¢ = (¢i)ier € B, then the operation in B is computed as
bxB ¢ = (b; B¢ ¢;);cr. On the other hand, when computing the operation in
P\A/p, we have b+P\A/P ¢ = p\(b+A ¢)icr/p = (pi\(bi ¥™ ¢;)/pi)ier. That
bi %Bi ¢; = pi\(b; ™7 ¢;)/p; follows from the definition of the operations in the
conuclear image, therefore bxB ¢ = b«?\A/? ¢. The only operation that behaves
differently is the constant operation of 1, but the identity element is defined
in both algebras and is the same.

(2) Let B be a subalgebra of A and p a positive idempotent in B. We
will show that p\B/p is a subalgebra of p\A/p, noting that p is a positive
idempotent in A. First of all they have the same identity p. Also, if b, ¢ € p\B/p
then b,c € B. Let and * be a binary operation. Using the fact that B is a
subalgebra of A we get bx"\B/P ¢ = p\(b+B ¢)/p = p\(bx™ ¢)/p = bx"\A/P c.

(3) We will now show that every ultraproduct of a double-division image
is isomorphic to a double-division image of some ultraproduct. More concretely,
if By is the ultraproduct of B; € dIC, for i € I, over some ultrafilter U over I,
where B = [[;.; B, then there exist A; € K such that B; = p;\A;/p;, where
p; is a positive idempotent of A;, for i € I. We will show that By, is isomorphic
to pA\ Ay /p®, where Ay is the ultraproduct of the A;, p® = [(p;)icr]?, for
i € I, over the same ultrafilter U; we set A = [],.; A;. Here [a]® denotes the
equivalence class of a in Az, and [b]® denotes the equivalence class of b in By,.
The isomorphism f : By — p™\ Ay /p™ is given by f([b]B) = [b]*. This map is
well defined, since if b,c € B are equivalent, then their coordinates are equal
on a set in U and if they are viewed as elements of A, their coordinates will
be equal on the same set of U. Also, f is injective, because if b, ¢ € B disagree
on a set of coordinates in U/, then the same is true when viewed as elements
of A. Furthermore, the map is onto, since if p»\a/p® € p»\ Ay /p®, we have
pM\a/p? = [(p)ict*\[(@)ier)/[(pi)ier)® = [(pi)ier\(@i)ier/(Pi)icr]® =
[(pi\ai/pi)icr]® = f([(pi\ai/pi)ic1]®) because (pi\ai/p;i)icr € B-

To show that it is a homomorphism, let x be an operation and b,c € B.
Then f([b]B «Bu [c]B) = f([b+B |B) = [b+P ¢]A and

FURIB) w2\ f([c]B) = [p] A 52" \Au/2® A
= [(p)ier)*\ (1 ¥ (™) /[(pi)ier)™
= [(p)ier) A\ (B ** ™) /[(pi)ier*
= [P\b+A c/p]™ = [b+B A

(4) Tt is easy to see that dIK C IdK since a d-image of an algebra A is
isomorphic to the corresponding d-image of an isomorphic copy of A.
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In the reverse direction, if an algebra A is isomorphic to 0,(B) for an
algebra B and positive idempotent p € B, then one can extend A to an
algebra C = B such that A = §;(C) where p € C is the isomorphic copy of
p € B. O

A term c(x) is a unary discriminator term for a bounded GBI-algebra
Aifforalla€ A, ¢(T) =T and ¢(a) = L if a # L. Such a term is called a
unary discriminator term for a variety V if it is a unary discriminator for all
subdirectly irreducible algebras SI()) in the variety.

Lemma 5.8. If V is a variety of involutive GBI-algebras for which c¢(x) is a
unary discriminator term, then V is a discriminator variety.

Proof. We consider the term t(z,y, z) = (c(z —y) Az) V (-c(z < y) Ax) where
x—y=(x—y) A(y— x). For any subdirectly irreducible algebra A in V
and x,y,z € A, we have that if z = y then z >y = T and c(z - y) = T,
so t(z,y,2) = (TAz)V(LAZ) = 2z while if  # y then x < y # T and
clx »y) =1, s0 t(z,y,2) = (LA2) V(T Azx) = . Thus, ¢ is a ternary
discriminator term. g

A residuated lattice or a GBI-algebra is called semilinear if it is a subdi-
rect product of linearly ordered algebras. The classes of all semilinear residu-
ated lattices and all GBI-algebras form varieties [10].

Theorem 5.9. The subvariety of involutive GBI-algebras defined by the identity
—xV-o—x =T is a discriminator variety with unary discriminator term c(x) =
-~ (alternatively with c(x) = ——x). In particular the variety of all semilinear
involutive GBI-algebras is a discriminator variety.

Proof. Let A be a subdirectly irreducible GBI-algebra that satisfies mxV—-—x =
T. Then A has the property that L is meet-irreducible [10] (Lemma 9.67). We
have ¢(T) = -L =T and if T # a € A then ¢(a) = =~a and ~a # L. Because
~a A\ —~a = L it follows that ¢(a) = L. O

We will be looking at specific examples of bounded GBI-algebras, for
which the term T\z/T is a unary discriminator term. We will show that for
such cases the operator Sd applied to varieties, produces varieties. Note that
this term fails to be a unary discriminator in general, and in particular even
for Boolean cyclic involutive GBI-algebras, as can be shown by a 4-element
counterexample.

Recall that if V is a discriminator variety then its subdirectly irreducible
algebras SI(V) are the same as its simple algebras Si(V).

Lemma 5.10. LetV be a variety of bounded residuated lattices or bounded GBI-
algebras where T\x/T is a unary discriminator term. Then T\xz/T is a unary
discriminator term for SdSi(V), the subalgebras of double division conucleus
images of simple algebras in V.

Proof. Since T\z/T is a unary discriminator term for V, T\z/T is equal to
T if z = T and it is equal to L otherwise in a simple algebra A of V. Let p
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be a positive idempotent of A. We will show that the term T\z/T is a unary
discriminator term for p\ A /p and therefore for all of its subalgebras, as well.

For = € p\A/p we compute T\,z/,T. We first note that T\,
= 0p(T\x) = p\(T\z)/p = Tp\z/p = T\z/p. Likewise, y/, T = d,(y/T) =
p\y/T. Hence, T\pz/p,T = (T\z/p)/, T = p\(T\z/p)/T = Tp\z/Tp =
T\z/T. (We made use of the fact that Tp = pT = T, which holds because p is
positive and T is the greatest element.) Therefore, the term remains the same
when passing from A to p\A/p and hence it is a unary discriminator term on

P\A/p. O

Theorem 5.11. Let V be a variety of bounded residuated lattices or bounded
GBI-algebras for which T\x/T is a unary discriminator term. Then SdV is
a discriminator variety with the same unary discriminator term. Its class of
simple members is exactly SdSi(V).

Proof. By Lemma 5.8, V is a discriminator variety, so all of its subdirectly
irreducible algebras are simple. Therefore,
VY C PsSI(V) C PsSi(V) C SPSi(V).
By Lemma 5.7, we get
dV C dSPSi(V) C SdPSi(V) C SPdSi(V).
Therefore,
Sd(V) C SPdSi(V) C VdSi(V)

We will show the reverse inclusion VdSi(V) C Sd(V), thus showing that
Sd(V) = VdSi(V) is a variety.

By Jénsson’s Lemma for congruence distributive varieties, the subdirectly
irreducible algebras in VdSi(V) are inside HSPydSi(V). Therefore,

VdSi(V) C PsSI(VdSi(V)) C PsHSPydSi(V).

We will show below that HSPydSi(V) C SdSi(V) U 7T, where T is the
class of one-element algebras. Therefore, since PS < SP, we obtain

VdSi(V) C Ps(SdSi(V)UT) C SP(SdSi(V)UT) CSPdSi(V)UT.

By Lemma 5.7, PdSi(V) C dPSi(V), so

VdSi(V) C SdPSi(V) U T C SdV

We now show that HSPydSi(V) C SdSi(V) U 7, as promised. First we
show that SdSi(V) is closed under Py. By the fact that PyS < SPy and
Lemma 5.7, Py(SdSi(V)) C SPydSi(V) C SIdPySi(V). We know that the
term T\z/T is a unary discriminator term for Si(V). Since that property
is a first-order condition, it is preserved under Py. Therefore, all algebras in
PuySi(V) have the same unary discriminator term, hence they are all simple.
So, PySi(V) C Si(V) and thus Py(SdSi(V)) C SIdSi(V). Since Si(V) is closed
under I, by Lemma 5.7(4) we get that SIdSi(V) = SdSi(V). Furthermore, by
Lemma 5.10, all algebras in SdSi(V) are simple, so the class SdSi(V), together

with the one-element algebra, is closed under H. Finally, SdSi(V) UT is obvi-
ously closed under S. O



Vol. 81 (2020) GBI-algebras and weakening relation algebras Page 23 of 35 35

Corollary 5.12. The class SARA is a discriminator variety with unary discrim-
inator term T\z/T.

This variety contains all relation algebras and also all algebras of weak-
ening relations that we saw in the introduction.

6. Weakening relations

We now use the double-division conucleus to construct several interesting
classes of GBI-algebras.

6.1. Weakening relations as double division conuclear images of relation alge-
bras

Given a poset P = (P, <), let
Wk(P)={RCPxP:<;R;<CR}

where ; denotes relation composition. The relations in Wk(P) are called <-
weakening relations. An equivalent definition is Wk(P) = O(P x P?), where
O denotes the map that sends a poset to its order-ideals (or downsets). The
set of weakening relations is a GBI-algebra Wk(P) under union and inter-
section, composition of relations, complement-converse and an intuitionistic
implication, as we prove below. Any binary relation S on P generates a small-
est weakening relation v<(S5) = <;5; < that includes S. If P is an antichain
then Wk(P) is the algebra Rel(P) of all binary relations on P. If P is a chain,
on the other hand, such relations are “left-up” closed when graphed on the
“ry-plane” P x P. For example, if S is the graph of a monotone function then
the left-up-closure v<(S) is all points in the zy-plane that are on the graph,
above the graph or to the left of the graph. In the finite case, a monotone
function can be recovered from its left-up-closure R by mapping an element
x € P to the smallest element of {y: z R y}.

Given a poset P = (P, <), we let A = Rel(P) be the cyclic involutive GBI
algebra of all binary relations on the set P, known as the full relation algebra on
P. Note that p = < is a positive idempotent element of A, since < is reflexive
and transitive. The following result shows that full weakening relations are
exactly the double-division conucleus images of full relation algebras.

Lemma 6.1. If P = (P, <) is a poset, then Wk(P) = <\Rel(P)/< and it is a
cyclic involutive GBI-algebra. The operations are as follows: A is intersection,
V is union, - is composition, ~ is complement-converse, 1 is <, 0is 2, T =

PxP, 1 =0, and R— S =<\(R°US)/<=(%;(RNS%); 2.

Proof. A relation R on P is a weakening relation if <; R; < C R. Since the
other inclusion follows from the reflexivity of <, we get <; R; < = R, so
the weakening relations are exactly the fixed points of y<. Since Rel(P) is a
cyclic involutive GBI-algebra, so is Wk(P). By Theorem 5.5(3) the operations
A, V,0,~ on <\Rel(P)/< are the restrictions of the ones in Rel(P), so they
are intersection, union, composition and complement-converse. (]
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Note that in general neither the complement nor the converse of a weak-
ening relation is again a weakening relation. Also note that for weakening
relations R and S, the above definition of the implication can be explicitly
given by

R—S={(z,y) :Vu,v(u<z&y<v&uRv=uSv)}
and
“R={(z,y) :Vu,v(u<z&y<v=uRv)}

We call Wk(P) the full weakening relation algebra on the poset P. Note
that full weakening relation algebras are exactly the double-division conuclear
images of full relation algebras with respect to partial-order relations. A pos-
itive idempotent in a full relation algebra is only a preorder (i.e., a reflexive
and transitive relation). However, a double-division conuclear image with re-
spect to a preorder (@, C) is isomorphic to the full weakening relation algebra
Wk(Q/=, <) where = is the equivalence relation determined by the preorder
and < is the partial order induced on the equivalence classes by C. This ob-
servation is expressed in symbols by IFWKRA = Id(FRA) where FWKRA is the
class of full weakening relation algebras and FRA is the class of full relation
algebras.

Recall that representable relational algebras are defined as algebras iso-
morphic to subalgebras of products of full relation algebras; in symbols RRA =
ISP(FRA). In that spirit, we define representable weakening relation algebras as
algebras isomorphic to subalgebras of products of full weakening relation alge-
bras; in symbols RWKRA = ISP(FWkKRA) = ISPd(FRA). Note that Sd(RRA) =
SdISP(FRA) C ISPd(FRA) C Vd(RRA) = VSd(RRA) = Sd(RRA), since the lat-
ter is a variety by Theorem 5.11. Therefore, RWkRA = Sd(RRA), namely the
representable weakening algebras are precisely the subalgebras of conuclear
images of representable relation algebras.

Corollary 6.2. (1) RWKRA is a discriminator variety whose simple members
are subalgebras of full weakening relation algebras.

(2) RRA is the subvariety of RWKRA defined by ——a = .
(3) The class RWKRA is not finitely aziomatizable relative to the variety of
all CyInGBI-algebras.

Proof. (1) It follows from Theorem 5.11.
(2) We first note that if P is a poset that is not an antichain then Wk(P)
is not Boolean. Indeed, assume a < b in P. Then R = {(u,v) :u < a & b < v}
is a weakening relation; note that R = {(u,v) : w £ a or b £ v} . Using the
formula after Lemma 6.1 we have
“R={(z,y) :Vu,v(u Lz oryLvorugaorb<uv}
= {(2)  Yu(u £ & or u £ a) or Yo(y £ v or v £ b)}
={(z,y) : Pu(u <z &u<a)or Pu(y <v&v<b)}
={(z,y): lznla=0or Tyn1d=0}.
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Then (b, a) is not in RU—R, hence — is not classical complementation. Stated
contrapositively, if the intuitionistic negation — on a full weakening relation
algebra is Boolean, then the algebra is a full relation algebra. Conversely, it is
clear that a full relation algebra satisfies =—z = .

(3) If RWKRA would be finitely axiomatizable, then RRA would be as well
by (2). O

We mention a simple identity that holds in RWkRA, but not in all of
CyInGBlI, as it fails in the 3-element MV-algebra. In RRA this result reduces to
the observation that all relations below the identity relation form a Boolean
algebra.

Lemma 6.3. The variety RWKRA satisfies the property that the interval [OA1, 1]
1s a Boolean lattice and this can be written equationally.

Proof. We prove this result for a full representable weakening relation algebra
WKk(P). In such an algebra 1 is the < relation and 0 is 2. So

(z,y) € 1IN0 & (z<yandz Zy) & (e<yandz#y) & z<y.

Therefore, the relations in the interval between < and < are precisely the re-
lations of the form < U {(a,a) : a € X} for different subsets X of P. These
relations are weakening relations and they clearly form a Boolean lattice iso-
morphic to P(X).

Furthermore, complementation in the Boolean lattice [0 A 1,1] is given
by the term ~xz A 1. Indeed, if R = < U Ax for some subset X of P, where
Ax ={(a,a):a € X}, then <N~R =<N(<UAx) = <N<"N(Ax)7°¢ =
<NF N (Ax) = <N (Ax)° because < C #. Since (z,y) € (Ax)® means
that (x =y = = ¢ X) it follows that <N ~R = < U Axe, which is clearly the
complement of R = <UAx in [0A1,1].

The equations can be obtained as follows. First notice that any element of
[0A1,1] can be written as 291 = (0A1)V(zAl). Then for those elements we have
that the term ~xz A1 is the complement xg; in [0A1, 1] since 291 A (~x01 A1) =
0OA1land 1‘01\/(Nl‘01/\1):1. O

As we show below in Lemma 6.4, when P is a chain the identity 0 <1
holds in Wk(P) and the previous result specializes to the fact that the interval
[0,1] is a Boolean lattice. The more general result that in RWkRA the interval
[0A 1,0V 1] is a Boolean lattice fails. To see this take P = {a,b, ¢} with ¢ < a
and both incomparable to b. Then 1 A0 = < as above, and 1V 0 is < U ||,
where || is the incomparability relation. Elements of the interval are relations
of the form < U {(a,a) : a € X} U1, where I is a collection of incomparable
pairs and X C P. However, not all such relations are allowed because the pairs
(a,b) and (c,b) are both incomparable pairs, but the first is smaller than the
second.

Weakening relations on chains are even more special.

Lemma 6.4. The representable weakening relation algebras on chains are ex-
actly the ones that satisfy the identity 0 < 1.
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Proof. Recall that in Wk(P) we have 1 = < and 0 = #. If P is totally ordered
then 0 = <, so 0 < 1. Conversely, if 0 < 1, then = ? y = « < y, hence x > y
or x <y, which shows that P is a total order. ([

We will show in the next section that they also satisfy the identity that
multiplication distributes over meet. Further results can be found in [14].

Lemma 6.5. If 0 is a weak topological conucleus on a cyclic involutive GBI-
algebra A that preserves the linear negation, and ~~x < ~=x holds in A then
it also holds in As. In particular this is true for the double-division conucleus
and for relation algebras, so —~x < ~—z holds in SARA.

Proof. By assumption ~sx = ~z and —sx = 6(—z). So, "5~z = §(—~z) <
g < v < ~§(ma) = ~—gx, where we used the contracting property of 6
and the order reversal property of ~. O

Note that the variety SARA is a variety that contains all relation algebras
and also all representable weakening relation algebras. It deserves to be called
the variety of (abstract) weakening relation algebras. Also, it is a discriminator
variety with unary discriminator term T\z/T and that is the only term needed
for congruence generation on lattice filters to yield congruence filters. At the
moment no axiomatization is known for this variety.

6.2. Weakening relations as residuated maps

Here we provide an alternative characterization of Wk(P). Recall that a map
on f on a poset P is called residuated if there exists a map f* on P such that
flx) <yiff & < f*(y), for all z,y € P. The map f*, if it exists, is unique and is
called the residual of f. For a subset D of P, we let D* = {2 :Vy € D,y <z}
denote the set of all common upper bounds of D.

For a complete join semilattice L, Res(L) denotes the residuated lattice
of all residuated maps on L. Under pointwise order, composition, identity and
appropriately defined divisions, it forms a residuated lattice Res(L) [6].

Lemma 6.6. Given a poset P, we have Wk(P) = Res(O(P?)). The operations
AV, 1,0, ~ on Res(O(P?)) are given by pointwise meet and join, composi-
tion, the identity function, the function 0(D) = ((D)“)¢ and

(~)(D)={ye P:3ze D,z ¢ f(ly)},
for all f € Res(O(P?)) and D € O(P?).

Proof. Every relation R in Wk(P) = O(P x P?) can be identified with a
function fr : P—P(P) defined by fr(z) = {y € P : x R y}, the forward image
of R, and R can be recovered by taking the pairs (z,y) such that y € fr(z).
The condition that R is closed upwards on its second coordinate, translates
exactly to the fact that the values fr(x) are actually upward closed as subsets
of P, hence they are downsets of P?. So, we can write fr : P — O(P?).
Furthermore, the condition that R is closed downwards on its first coordinate
is equivalent to the fact that smaller inputs of x give bigger sets fr(x), or
equivalently that fgr is an order-preserving function from P?. In summary



Vol. 81 (2020) GBI-algebras and weakening relation algebras Page 27 of 35 35

weakening relations R correspond exactly to order-preserving functions fg :
P9 — O(P?), where the codomain is ordered under inclusion. Furthermore,
this correspondence preserves the usual orders on relations and on functions,
so Wk(P) and ((’)(Pa))Pa are isomorphic as posets.

Now functions f : P?—O(P?) can be extended to functions g; : O(P?)—
OP?) by g;(X) = U,ex f(z). Note that the function gy distributes over
arbitrary unions and, since O(P?) is a complete lattice, g; is residuated.
Conversely, every residuated map g on O(P?) is completely specified by its
restriction f(z) = g(lz) on P?; we identify P? in O(P?) by identifying
and |xz. Furthermore, the orders of these functions correspond, so the posets
(O(P?))P’ and Res(O(P?)) are isomorphic as posets.

In summary if R is a weakening relation on P then the corresponding map
of Res(O(P?)) is the forward image of R, namely it is given by X — R[X].
Conversely, given a map f in Res(O(P?)), then the corresponding relation is
given by « Ry y iff y € f(lx).

The lattice operations in Res(O(P?)) are pointwise, the multiplication
is composition of functions and the identity element is the identity function.
The negation constant is obtained from the weakening relation 0 = #.

We follow the process described in the proof of Lemma 6.6 to specify the
corresponding function 0. First from » we get a function from P? to O(P?)
by associating to each x € P the downset {y : © 2 y} = (Tz)°. Then we extend
this to a function from O(P?) by 0(D) = U,cp(12)¢ = (Nyep T2)° = (D*)".
(Note that if P is a chain then for all D € O(P?) we have D¢ C D" so
0(D) = (D*)¢ C (D°)¢ =D = 1(D), namely 0 < 1, as expected.)

The unary operation ~ in Res(O(P?)) can be obtained as follows. For
a function f € Res(O(P?)) the corresponding relation is given by x Ry y iff
y € f(lx). Taking complement converse we get © ~Ry y iff © & f(ly). Passing
to the corresponding map we finally get that (~f)(D)={y€ P:3zx € D,z ¢

Sy} O

As a consequence we have the following result.

Corollary 6.7. If P is a chain then in Wk(P) composition distributes over
intersection.

6.3. Distributive £-pregroups (and all ¢-groups) are RL-subalgebras of repre-
sentable weakening relation algebras

Let P = (P, <) be a poset. By End(P) we denote all order-preserving functions
on P. For f € End(P), we define the relation f by = f y < f(z) < y. If
z<ux fy<w,then z <xand f(xr) <y < w, so by the order-preservation of f
we have f(2) < f(z) <y < w, so z f w. Therefore f € Wk(P) is a weakening
relation and ~ : End(P) — Wk(P) is a well-defined function. Moreover, it
is injective, because if f = g, then f(x) < y if and only if g(x) < y, so
f = g. Since the operation of Wk(P) is composition of relations, we consider
on End(P) relational composition of functions and set f; g = g o f, hence

(f:9)(=@) = (go f)(z) = g(f(x)).
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For a chain P, F(P) denotes the subset of End(P) of all maps f that
have a residual ~ f and that has a residual ~~ f, etc, and also that have a dual
residual — f and that has a dual residual ——f etc, for ever. By endowing this
set with pointwise lattice operations from P, composition of functions, iden-
tity the identity map on P, and involutions ~ and — as above, we obtain an
involutive residuated lattice F(P) in which addition coincides with multipli-
cation and the negation constant with the identity; such structures are called
L-pregroups. The L-pregroup F(P) is distributive and, as shown in [7], all dis-
tributive ¢-pregroups can be embedded in one of this form. This generalizes the
Holland embedding theorem for ¢-groups embedding into the ¢-group Aut(P)
of all order-bijections on a chain, since ¢-groups are exactly the ¢-pregroups
that are cyclic. For a chain P, F(P) is a isomorphic to a subalgebra of End(P)
with respect to the lattice and monoid operations.

The following theorem shows that for a chain P, the distributive ¢-
pregroup F(P?) is isomorphic to a residuated-lattice subalgebra of the weak-
ening relation algebra Wk(P). Hence every ¢-pregroup can be embedded in
a weakening relation algebra (as a residuated lattice). That subalgebra does
not contain the negation constant 0 = 2 of the a cyclic involutive residuated
lattice Wk(P), so it is not a subalgebra as an involutive residuated lattice.
However, it is an /-pregroup, being isomorphic to F(P?), and its involutions
inside Wk(P) are given by taking as negation constant the identity element
1 = <. For a weakening relation r € Wk(P) we set ~yr = r\l and —yr = 1/r,
as these will be the involutions in the above-mentioned subalgebra.

Instead of giving a lattice-isomorphism from F(P?) to Wk(P) and having
to work with the dual order of P, we give a dual lattice-isomorphism F(P) to
Wk(P), since the (-pregroup F(P?) is isomorphic to the dual of the /-pregroup
F(P).

Theorem 6.8. Let P be a poset.

(1) The map ~ : End(P) — Wk(P) is a monoid embedding and a join-to-
intersection semilattice embedding.

(2) If P is a chain, then ~ : End(P) — Wk(P) is further a lattice embedding
(sending meet to union).

(3) The map restricts to ~ : F(P) — Wk(P) and as such it is a residuated-
lattice embedding.

(4) For every f € F(P), ~f =~1f and —f = — f.

Proof. (1) Observe that if id denotes the identity map on P, then z id y iff
id(z) <y iff z < y. So, id = <, and ~ preserves the identity element.

We have x (g; f) y iff there exists a z such that 2 § z and z f y iff
g(x) < z and f(z) < y. Using the order-preservation of f, this implies that
flg(z)) < f(2) < y, but also conversely if f(g(z)) < y then we can chose
z = g(x) in the preceding sentence. Since f(g(x)) < y iff (g; f)(x) < y iff
xzg;fy, we get that §; f = ¢g; f. Therefore, ~ is a monoid homomorphism.

We have = fV gy iff (fVg)(z) <yiff f(z)Vg(z) <yiff f(z),g(x) <y
iff z fyandz gy.So, fVg= fNg. So, ~is a dual semilattice homomorphism.
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(2) If we further assume that P is a chain, then z f A g y iff (fAg)(z) <y
iff f(z)Ag(x) <yiff f(z) <yorg(x )<y1ffwfyormgy So, fAg=fUg.
Therefore, ~ is a dual lattice homomorphism (sending meets to unions and
joins to intersections).

(3) For f,g € F(P) we compute f\g, as the other is done in a similar
way. Writing v(x,y) for v<({(z,y)}, we have

(z,y) e \§ & (z,y) S \g & fivlwy) Cg
Vz,w, (z,w) € fiv(z,y) = (2,w) €7

¥

& VYz,w, (Fu, (z,u) € f and (u,w) € §(z,y)) = (2,w) €7

< Vz,w, (Fu, f(z) <vand u <z and y <w) = g(z) <w

< Vz,w, f(z)<zandy <w = g(z) <w

S Vz, f(z)<xz=g(2) <y

& Vz, 2 < (~f)(@) = 2 < (~g)(y)

& (~f)(@) < (~9)(y)

& g(~N@) <y & (~f)i9@) <y & (z,y) €(~f)ig
So, we have f\g —(7 ); j(wfz-i-g :ﬁ_

(4) We have ~f = f\1 \1 = f\< = ~1f. The other equation is

proved analogously. (]

Corollary 6.9. If P is a chain, then Wk(P) has a residuated lattice subalgebra
isomorphic to F(P?). The involutions of the subalgebra that make it into an
L-pregroup are given by ~1r =r\1 and —r = 1/r.

Corollary 6.10. Every distributive £-pregroup embeds as a residuated lattice in
a full weakening relation algebra over a chain. Moreover, the negation constant
in the image is the identity element (hence the involutions of the £-pregroup
are given in its image by choosing as negation constant the identity element).

7. Examples of non-involutive GBI-algebras

We can take A to be P(M), where M is a monoid. The positive idempotent
elements (1 < p = p?) of P(M) are exactly the submonoids of M. If M is a
group and p a subgroup, then p\P(M)/p is Comer’s [3] double coset construc-
tion, which is a special case of the result for relation algebras in Lemma 5.6,
when applied to group relation algebras.

We find it useful to define the auxiliary relation <, by = <, y iff x = ayb
for some a,b € p.

Lemma 7.1. (1) The relation <, is a preorder and p is its negative cone.
(2) Forall X € M, we have |,,X = pXp. Therefore, the elements of p\P(M)/p
are ezactly the downsets of <,.

Proof. (1) We have that = 121 and 1 € p, so z <, . Also, if <, y and
y <p %, then x = ayb and y = czd, for some a,b,c,d € p, so x = aczdb and
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ac,db € p, as p is closed under multiplication. Finally, x <, 1 iff x = a1b for
some a,b € piff x € p.

(2) y € [, X iff x <y for some z € X iff x = ayb for some x € X and
a,bepiff ye pXp. O

Note that if M is a group and p is a subgroup, then the preorder relation
<, is symmetric, hence an equivalence relation, the equivalence classes of which
are the double cosets of [3] and [5]. For more interesting examples, we do not
take p to be a group (even though M can be a group).

We can take M = Z with addition and p = N. Then <, is the converse
of the usual order on Z and using the characterization of Lemma 7.1 we get
that N\P(Z)/N is isomorphic to Z extended with a top and a bottom element,
which is an involutive GBI-algebra.

As another example, where now M is not a group, we can take M = N
under addition and p = E, the set of even numbers. Note that the auxiliary
relation <, is an order consisting of two disjoint chains, the evens F and the
odds O, under the converse of the natural order. The downsets in that order,
which by Lemma 7.1 are the fixed sets of the conucleus, are therefore unions
of a downset of F and a downset of O. Since the downsets of E under the
reverse order are either of the form |e, for some e € E or the empty set, and
likewise for O, the downsets of the order are of the form [eU |o, [eUD, DU |o
and ) U@, where we use | in the reverse ordering. So we can represent them as
pairs (e,0) where e € E = EU {0} and 0o € O = O U {0}, where the ordering
is the reverse of the usual ordering.

So, E\P(N)/E is isomorphic to E x O (by identifying |eU |o with (e, 0)).
It is easy to see that the operation is given by

(e1,01) + (e2,02) = ((e1 + e2) A (01 + 02), (€1 + 02) A (01 + €2)),

which can further be seen to coincide with matrix multiplication, under the
identification
_le o
(67 0) = |:O e:|

in the semiring N with multiplication and meet.

As a combination of the two examples we can take M = Z with addition
and p = Ej, the non-negative evens. Then <, becomes a disjoint union of the
two chains Ez and Oz, with the reverse of the usual order. We can see that
indeed p is the negative cone of this order. Then E\P(N)/E is isomorphic to
(EU{=00,4+00}) x (O U {—00,400}).

If we take M = Z x Z and p = Ey X Ey, then the order ends up being
the disjoint union of 4 copies of Z x Z.

We also consider an example that yields a noncommutative GBI-algebra.
Consider the monoid M on the set M = {1,a,b}, where 1 is the identity,
ab = aa = a, ba = bb = b and we consider the submonoid p = {1,a}. Then
a <, 1 and a <, b are the only comparabilities and the downsets of <, are
0 ClaC]l,lbC M ([band |1 are incomparable); |1 is the identity element,
all elements are idempotents. This yields a non-commutative GBI-algebra, as

(la)(1b) = la but (1b)(la) = |b.
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8. Relativizations

So far we have examined the topological conucleus 6, that produces interesting
classes of algebras when applied to the varieties RA, RRA or any T\z/T-
discriminator subvariety of cyclic involutive GBI-algebras. We study two more
weak conuclei and see that they apply to GBI-algebras.

8.1. Meet conucleus

For a relation algebra A another standard construction is the relativization
A, = (le,A,V, =, Te, L, -, 1, ~), where ¢ € A is an equivalence element
(e=e?=¢"), 2 —cy=(r—y)Ae, To=cand 1. = 1 Ae. Note that e is
defined as —~e, and that e is not necessarily reflexive (i.e., positive).

We now show that relativization can be generalized to all residuated
lattices and GBI-algebras, and that it is again a topological weak conucleus.
For a residuated lattice A and p € A, define p,(x) = = A p. Since this map
satisfies & < pp(z) = pp(pp(z)) and (x Ap) A (y Ap) = (x Ay) Ap it is always
a topological interior operator.

Lemma 8.1. The map p,, is a topological weak conucleus on a residuated lattice
or GBI-algebra if and only if p is square-decreasing, i.e., p*> < p.

Proof. If p?> < p then (z Ap)(y Ap) < xy and (z Ap)(y Ap) < pp < p, hence
pp(x) - pp(y) < pp(ry). As noted above, p, is always a topological interior
operator, hence it is a topological weak conucleus.

Conversely, if p, is a weak conucleus then substituting p into p,(x) -

pp(y) < pp(zy) gives pp < pp Ap < p. O

For a residuated lattice or GBI-algebra A and a square decreasing element
p € A define the relativization by p as the conuclear image of A under p,. The
following result follows from [10], Prop. 3.41.

Theorem 8.2. For a residuated lattice or a GBl-algebra A and a square-
decreasing element p satisfying x < (p A D)a(p A 1) for all negative x < p
in A, the conuclear image A, is again a residuated lattice or a GBI-algebra.

Proof. The condition < (pAl)z(pAl) for all negative z < p in A is equivalent
to the demand that p A 1 is the unit element for the conuclear image A,,. [

8.2. Multiplication conucleus

In this section we will obtain an internal characterization of homomorphic
images of residuated lattices and GBI-algebras whose congruences are finitely
generated. In particular, this applies to finite and more generally to complete
algebras, since their convex normal subalgebras have a smallest element.

Given a residuated lattice A and an element p € A, we define the map
my, on A by my,(x) = zp, and its image is Ap = {ap : a € A}.

Lemma 8.3. Let A be a residuated lattice and p € A.

(1) The map my,(x) is a weak conucleus on A if and only if p is negative and
idempotent. Under these conditions p is a right unit for Ap.
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(2) Under the same conditions, p is a left unit if and only if pxp = xp for all
x € A, or equivalently, if xp < pzx.

(3) The map my(x) = xp is topological if and only if (x Ay)p = xp Ayp for
all z,y € A.

Proof. (1) That xp < p for all x € A is equivalent to p < 1. The map m,, is
monotone since multiplication is order-preserving. It is idempotent if and only
if xpp = ap for all x € A if and only if pp = p. Finally, p is a right unit as for
all xp € Ap we have xpp = zp.

(2) Note that pxp = zp is equivalent to zp < pxp, since the reverse
inclusion follows from the fact that p is negative. Now, if we assume xp < pz,
then xp = xpp < pap. Conversely, xp < prp < pzx.

(3) The condition is just a restatement of the preservation of meet un-
der m,. O

If A =(ANV,,\,/,1) is a residuated lattice and p € A, we define
Ap = (Ap, \p, Vs, \p, /p,p), and if A is a GBI-algebra then Ap is defined to
further include the operations  —, y = (¢ — (y/p))p and T, = Tp. Note
that this definition of the implication is much more general than the standard
definition of the implication for topological weak conuclear images, since we
do not assume that the operator m,, is topological (which by Lemma 8.3 is the
condition (z A y)p = zp A yp for all z,y € A); adding this assumption, would
yield a simplified definition of meet and of implication in the conuclear image,
as usual. Versions of the next two results, restricted to residuated lattices, are
also in [13].

Lemma 8.4. If p is a negative idempotent element of A that satisfies xp < px
for all x € A, then Ap is a residuated lattice. If A is a GBI-algebra, then Ap
is also a GBI-algebra.

Proof. 1t follows from Lemma 8.3 that Ap is a residuated lattice-ordered semi-
group. That p is a left unit is clear by Lemma 8.3(2) as every element of Ap
is of the form xp for x € A. For z,y,z € Ap, we have

zhpy<z& (zAhyp<zeazAy<z/psy
<z —(z/p) ey <(xz—(2/p)p
and the last condition is equivalent to y <z — 2. O

We recall that, for a congruence element p of a residuated lattice or a
GBI-algebra, the congruence 6, generated by (p,1) has congruence class of 1
equal to [1]p, = [p,1/p]. We use the notation A/[p,1/p] for A/6,.

Theorem 8.5. (1) Ifp is a negative idempotent element in a residuated lattice
A such that xp < px for allz € A, then m, : A— Ap is a homomorphism
with respect to \,V, -, \, 1.
(2) If p is a congruence element of a residuated lattice A then m, is a
residuated-lattice homomorphism and Ap is isomorphic to A/[p,1/p).
(3) If p is a congruence element on a GBI-algebra A, then m, : A — Ap is
a GBI-homomorphism and Ap is isomorphic to A/[p,1/p].
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Proof. (1) First note that m,(1) = p. For join we have my(x) V my(y) =
xpVyp = (zVy)p = my(xVy). Using Lemma 8.3(2) we calculate m,(z)mp(y)
xp-yp = - pyp =z - yp = my(xy). For meet we have

my(x) Ap mp(y) =xp Ay yp = (xp Ayp)p = ( A y)p = my(x A y),

where the main equality is justified as follows: (zpAyp)p < (z1Ayl)p = (xAY)p

and (z Ay)p < zp,yp, so (x Ay)p = (z Ay)pp < (zp A yp)p.
For \, we need to check that yp\,zp := (yp\zp)p = (y\z)p. We have

y(yp\zp)p < yp(yp\zp) < xp < z,

so (yp\zp)p < y\z, hence (yp\zp)p = (yp\zp)pp < (y\z)p. For the reverse
inequality, we note that yp(y\z)p < y(y\z)p < zp, so (y\x)p < yp\zp and
therefore (y\z)p = (y\z)pp < (yp\zp)p-

(2) For / we need to check that zp/,yp := (zp/yp)p = (z/y)p. We have

zp(x\y)p < z(x\y)p < yp, so (x\y)p < zp\yp,

hence (z\y)p = (z\y)pp < (zp\yp). For the reverse inequality, we need to use
the centrality of p: we calculate

(zp/yp)pyp = (xp/yp)ypp = (wp/yp)yp < p

whence (zp/yp)p < yp\zp, and therefore (zp/yp)p = (zp/yp)pp < (yp\zp)p.

To prove the isomorphism of A /[p, 1/p] and Ap first note that m,, is onto,
so by the first isomorphism theorem we have that A/Ker(m,) is isomorphic
to Ap. We have = € [1]ker(m,) iff mp(z) = p iff xp =z iff (p < xp and zp < p)
iff (p<zandz<p/p)iff p <z <1/piff x € [p,1/p]. For the equivalence
of p < xp and p < x we used the fact that p is negative idempotent. Also the
equality p/p = 1/p follows by (p/p)p < p <1 and (1/p)p = (1/p)pp < 1p = p.
Therefore [p, 1/p] is the equivalence class of 1 under both congruences Ker(m,,)
and 6, so the two congruences are the same.

(3) Since T is the top of A it follows that Tp is the largest element of Ap.

Finally for the intuitionistic implication we need to check that yp—,zp :=
lyp — (zp/p)lp = (y — x)p. We have [yp A (y — z)plp < [y A (y — z)]p < ap,
which implies yp A (y — x)p < zp/p, hence (y — z)p < yp — (xp/p) and it
follows that

(y —x)p=(y — x)pp < [yp — (zp/p)]p.

For the reverse implication we use the characterization of GBI-congruence
elements of Corollary 3.8 (and the consequences mentioned there). We have

y A lyp — (xp/p)lp =y A lyp — (xp/p)lpp = y A plyp — (xp/D)]P
=yp Alyp — (xp/p)lp < yp A lyp — (zp/p)p] < yp A [yp — xp] < 2p < =,

hence [yp— (xp/p)lp < y— =, and therefore [yp— (xp/p)lp = [yp— (xp/p)lpp <
(y — z)p. 0



35 Page 34 of 35 N. Galatos and P. Jipsen Algebra Univers.

Publisher’s Note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.

References

[1] Blount, K.: On the Structure of Residuated Lattices, Ph.D. dissertation, Van-
derbilt University, Nashville, TN, USA (1999)

[2] Blount, K., Tsinakis, C.: The structure of residuated lattices. Int. J. Algebra
Comput. 13(4), 437-461 (2003)

[3] Comer, S.: A new foundation for the theory of relations. Notre Dame J. Formal
Logic 24(2), 181187 (1983)

[4] Di Nola, A., Grigolia, R., Vitale, G.: On the variety of Godel MV-algebras, Soft
Computing (2019) https://doi.org/10.1007/s00500-019-04235-5

[5] Dresher, M., Ore, O.: Theory of multigroups. Am. J. Math. 60(3), 705-733 (1938)

[6] Galatos, N., Hor¢ik, R.: Cayley’s and Holland’s theorems for idempotent semir-
ings and their applications to residuated lattices. Semigroup Forum 87(3), 569—
589 (2013)

[7] Galatos, N., Jipsen, P.: Periodic lattice-ordered pregroups are distributive. Al-
gebra Universalis 68(1-2), 145-150 (2012)

[8] Galatos, N., Jipsen, P.: Residuated frames with applications to decidability.
Trans. Am. Math. Soc. 365, 1219-1249 (2013)

[9] Galatos, N., Jipsen, P.: Distributive residuated frames and generalized bunched
implication algebras. Algebra Universalis 78(3), 303-336 (2017)

[10] Galatos, N., Jipsen, P., Kowalski, T., Ono, H.: “Residuated lattices: an alge-
braic glimpse at substructural logics”, Studies in Logic and the Foundations of
Mathematics, vol. 151. Elsevier, Amsterdam (2007)

[11] Gumm, H.P., Ursini, A.: Ideals Univers. Algebras 19(1), 45-54 (1984)

[12] Jipsen, P.: Representable sequential algebras and observation spaces. J. Relat.
Methods Comput. Sci. 1, 235-250 (2004)

[13] Jipsen, P.: On generalized hoops, homomorphic images of residuated lattices,
and (G)BL-algebras. Soft Comput. 21(1), 17-27 (2017)

[14] Jipsen, P.: Relation algebras, idempotent semirings and generalized bunched
implication algebras, in proc. 16th International Conference on Relational and
Algebraic Methods in Computer Science, Lecture Notes in Computer Science,
Vol. 10226, Springer (2017), 144-158


https://doi.org/10.1007/s00500-019-04235-5

Vol. 81 (2020) GBI-algebras and weakening relation algebras Page 35 of 35 35

[15] J6nsson, B.: Varieties of relation algebras. Algebra Univers. 15, 273-298 (1982)

[16] J6nsson, B., Tarski, A.: Representation problems for relation algebras (Abstract
89t). Bull. Am. Math. Soc. 54, 80 (1948)

[17] Jénsson, B., Tarski, A.: Boolean algebras with operators, Part II. Am. J. Math.
74, 127-162 (1952)

[18] Jénsson, B., Tsinakis, C.: Relation algebras as residuated Boolean algebras.
Algebra Univers. 30(4), 469-478 (1993)

[19] Pym, D.J.: The Semantics and Proof Theory of the Logic of Bunched Implica-
tions, Kluwer Academic Publishers. Applied Logic Series 26, (2002)

[20] Reynolds, J.C.: Separation Logic: A logic for shared mutable data structures.
17th IEEE Symposium on Logic in Computer Science (LICS 2002), 22-25 July,
Copenhagen, Proceedings 55-74 (2002)

[21] Tarski, A.: On the calculus of relations. J. Symb. Logic 6(3), 73-89 (1941)

Nikolaos Galatos

Department of Mathematics
University of Denver

C.M. Knudson Hall, 2390 S. York St.
Denver

CO 80208

USA

e-mail: ngalatos@du.edu

Peter Jipsen

Faculty of Mathematics
Chapman University

One University Drive
Orange

CA 92866

USA

e-mail: jipsen@chapman.edu

Received: 2 September 2019.
Accepted: 2 May 2020.



	The structure of generalized BI-algebras  and weakening relation algebras
	Abstract
	1. Introduction and terminology
	2. Congruences in relation algebras and residuated lattices
	3. Congruences on GBI-algebras
	3.1. Congruences via their classes of 
	3.2. Congruences via their classes of 1
	3.3. Correspondence between congruences classes

	4. Congruences on involutive GBI-algebras
	5. Double-division conucleus
	5.1. The construction
	5.2. Varieties from double-conuclei images

	6. Weakening relations
	6.1. Weakening relations as double division conuclear images of relation algebras
	6.2. Weakening relations as residuated maps
	6.3. Distributive ell-pregroups (and all ell-groups) are RL-subalgebras of representable weakening relation algebras

	7. Examples of non-involutive GBI-algebras
	8. Relativizations
	8.1. Meet conucleus
	8.2. Multiplication conucleus

	References




