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Abstract. In [2], Bowen showed that for an expansive system \((X,T)\) with specification and a potential \(\phi\) with the Bowen property, the equilibrium state is unique and fully supported. We generalize that result by showing that the same conclusion holds for non-uniform versions of Bowen’s hypotheses in which constant parameters are replaced by any increasing unbounded functions \(f(n)\) and \(g(n)\) with sublogarithmic growth (in \(n\)).

We prove results for two weakenings of specification; the first is non-uniform specification, based on a definition of Marcus in ([14]), and the second is a significantly weaker property which we call non-uniform transitivity. We prove uniqueness of the equilibrium state in the former case under the assumption that \(\liminf_{n \to \infty} (f(n) + g(n))/\ln n = 0\), and in the latter case when \(\lim_{n \to \infty} (f(n) + g(n))/\ln n = 0\). In the former case, we also prove that the unique equilibrium state has the K-property.

It is known that when \(f(n)/\ln n\) or \(g(n)/\ln n\) is bounded from below, equilibrium states may not be unique, and so this work shows that logarithmic growth is in fact the optimal transition point below which uniqueness is guaranteed. Finally, we present some examples for which our results yield the first known proof of uniqueness of equilibrium state.

1. Introduction

A central question in the theory of topological pressure is knowing when a dynamical system \((X,T)\) and potential \(\phi : X \to \mathbb{R}\) admit a unique equilibrium state. Often, such proofs use as hypotheses a mixing/shadowing property for the system \((X,T)\) and a regularity condition on the potential \(\phi\).

One of the first and most important results of this type was proved by Bowen in [2], using the hypotheses of expansiveness and specification on \((X,T)\) and the so-called Bowen property on \(\phi\). Informally, \((X,T)\) is expansive if there exists a fixed distance \(\delta\) so that any unequal points of \(X\) will be separated by distance at least \(\delta\) under some iterate of \(T\). Specification is the ability, given arbitrarily many orbit segments, to find a periodic point of \(X\) whose orbit “shadows” (meaning it stays within some small distance of) those orbit segments, with gaps dependent only on the desired shadowing distance. The Bowen property is simply boundedness (w.r.t. \(n\)) of the differences of the partial sums \(S_n \phi(x) = \phi(x) + \phi(Tx) + \ldots + \phi(T^{n-1}x)\) over pairs \((x,y)\) whose first \(n\) iterates under \(T\) stay within some predetermined distance. (See Section 2 for formal definitions.) Bowen’s theorem can then be stated as follows.
Theorem 1.1. ([2]) If \((X, T)\) is an expansive system with specification and \(\phi\) is a Bowen potential, then \((X, T)\) has a unique equilibrium state for \(\phi\), which is fully supported.

The assumptions of specification for \((X, T)\) and the Bowen property for \(\phi\) each have associated constant bounds independent of a parameter \(n\); for specification there is the bound \(f(n)\) on the gap size required between shadowing orbit segments of length \(n\), and for the Bowen property there is the bound \(g(n)\) on the associated variation of the \(n\)th partial sum.

The main results of this work show that the same conclusions hold even for unbounded \(f(n)\) and \(g(n)\), as long as they grow sublogarithmically with \(n\). We have results using two different versions of specification; the first is called non-uniform specification, and the second, much weaker, property is called non-uniform transitivity.

Theorem 1.2. If \((X, T)\) is an expansive dynamical system (with expansivity constant \(\delta\)) with non-uniform specification with gap bounds \(f(n)\) (at scale \(\delta\)), \(\phi\) is a potential with partial sum variation bounds \(g(n)\) (at scale \(\delta\)), and \(\lim inf_{n \to \infty} \frac{f(n) + g(n)}{\ln n} = 0\), then \(X\) has a unique equilibrium state for \(\phi\), which is fully supported.

Theorem 1.3. If \((X, T)\) is an expansive dynamical system (with expansivity constant \(\delta\)) with non-uniform transitivity with gap bounds \(f(n)\) (at scale \(\delta\)), \(\phi\) is a potential with partial sum variation bounds \(g(n)\) (at scale \(\delta\)), and \(\lim \inf_{n \to \infty} \frac{f(n) + g(n)}{\ln n} = 0\), then \(X\) has a unique equilibrium state for \(\phi\), which is fully supported.

Remark 1.4. Though our hypotheses for these results are stated for scale \(\delta\) equal to the expansivity constant, standard arguments (here given as Lemmas 3.1 and 3.2) show that they are equivalent at any scale less than \(\delta\).

Remark 1.5. For non-invertible surjective \((X, T)\), there is a canonical way to create an invertible system \((X', T')\) called the natural extension. It’s well-known that the natural extension has the same simplex of invariant measures as that of the original system, and so Theorems 1.2 and 1.3 can also be applied to any \((X, T)\) whose natural extension satisfies their hypotheses. In particular, we note that whenever \((X, T)\) is positively expansive (see Theorem 2.2.32(3) of [1]), its natural extension is expansive.

We also prove results about preservation of these properties under expansive factors and products, which are unavoidably a bit technical, and so we postpone formal statements to Section 3.

In particular, the preservation under products that we prove allows us to use an argument of Ledrappier ([13]) to prove strong properties of the equilibrium state from Theorem 1.2.

Corollary 1.6. For any \((X, T)\) and \(\phi\) satisfying the hypotheses of Theorem 1.2 and associated unique equilibrium state \(\mu\), \((X, T, \mu)\) is a K-system.

Since K-systems have positive entropy, this also answers a question of Climenhaga from [4] about so-called hyperbolic potentials. Following [10], a potential \(\phi\) is said to be hyperbolic for \((X, T)\) if every equilibrium state has positive entropy. Climenhaga’s question was the following:

Question 1.7 ([4], Question 3.20). Is there an axiomatic condition on a subshift \((X, T)\), weaker than specification (perhaps some form of non-uniform specification),
guaranteeing that every H"older potential on $(X,T)$ is hyperbolic? Is there such a condition that is preserved under passing to (subshift) factors?

Since K-systems have positive entropy and H"older potentials on subshifts are Bowen (see, for instance, [5]), Corollary 1.6 gives the following positive answer.

**Corollary 1.8.** The class of subshifts $(X,T)$ with non-uniform specification with gap bounds $f(n)$ satisfying $\liminf_{n \to \infty} f(n)/\ln n = 0$ is closed under (subshift) factors, and for any such subshift, every H"older potential is hyperbolic.

We also collect results from the literature which demonstrate that when one of $f,g$ is 0 and the other quantity grows logarithmically, uniqueness of the equilibrium state is still not guaranteed; this shows that our hypotheses cannot be weakened by too much.

Full shifts correspond to the case $f = 0$, and for those there is the following example, based on a classical example of Hofbauer from [9].

**Theorem 1.9 ([3]).** For every $\epsilon > 0$, there exists a potential $\phi$ on the full shift $(X,T)$ on $\{0,1\}$ with partial sum variation bounds $g(n) < (1 + \epsilon) \ln n$ where $(X,T)$ has multiple equilibrium states for $\phi$, whose supports are disjoint.

**Remark 1.10.** The example in [3], the so-called Double Hofbauer model, was actually for one-sided full shifts, rather than the two-sided ones treated here. Briefly, they define the potential $\phi$ in terms of the largest nonnegative integer $n$ where $x(0) = x(1) = \ldots = x(n)$. It is not hard to adapt this to a two-sided version, which satisfies Theorem 1.9, by instead choosing maximal $n$ for which $x(-n) = \ldots = x(n)$. In fact, this is essentially the idea behind our later Example 5.9.

The case $g = 0$ corresponds to equilibrium states for constant $\phi$, i.e. measures of maximal entropy. There, we have the following result, proved independently in [12] and [15].

**Theorem 1.11 ([12], Lemma 6; [15], Theorem 1.1).** For any positive increasing $f$ with $\liminf_{n \to \infty} \frac{f(n)}{\ln n} > 0$, there exists a subshift $(X,T)$ with non-uniform specification with gap bounds $f(n)$ and multiple ergodic measures of maximal entropy whose supports are disjoint.

**Remark 1.12.** Theorems 1.2 and 1.11 completely answer the question of when non-uniform specification forces uniqueness of the measure of maximal entropy for expansive systems; this is the case if and only if $\liminf_{n \to \infty} \frac{g(n)}{\ln n} = 0$.

**Remark 1.13.** The reader may notice that there is a gap in the results we’ve presented for full shifts; Theorem 1.9 shows that non-uniqueness can happen for $g(n)$ with $\lim_{n \to \infty} \frac{g(n)}{\ln n}$ arbitrarily close to 1, and Theorems 1.2 and 1.3 guarantee uniqueness only when $\frac{g(n)}{\ln n}$ approaches 0 in general or along a subsequence. In fact, a careful reading of our proofs shows that these theorems hold as long as the limit or liminf of $\frac{g(n)}{\ln n}$ is smaller than $\frac{1}{6}$.

We chose not to use this as our hypothesis both due to an aesthetic preference for $f(n)$ and $g(n)$ to be on equal footing, and because we wanted hypotheses invariant under products in order to use Ledrappier’s arguments to prove the K-property for the unique equilibrium state. However, it seems that the actual “transition point” for $g(n)$ is likely of the form $C \log n$ for $\frac{1}{6} \leq C \leq 1$, and it would be an interesting technical problem to prove this and find the $C$ in question; we will not, however, treat that question in this work though.
The techniques used to prove Theorems 1.2 and 1.3 are somewhat similar to the proofs of previous weaker results from [15], which applied only to measures of maximal entropy on subshifts and showed only that two such measures \( \mu, \nu \) could not have disjoint supports. Roughly speaking, the proof in [15] involved combining “large” collections of words based on \( \mu \) and \( \nu \) to create more words in \( \mathcal{L}(X) \) than there should be by definition of \( h(X,T) \). The assumption of disjoint supports of \( \mu \) and \( \nu \) implied that the words from the two collections could not have overlap above a certain length, which ensured that all words created were distinct.

For the results in this work, several changes must be made. First of all, obviously ‘words’ must be replaced with ‘orbit segments shadowed by a very small distance’ for general expansive systems, and ‘number of words’ must be replaced by ‘partition function for an \((n,\delta)\)-separated set’ for general potentials. These changes require some technical results about changes of scale for expansive systems (see Section 3), but the ideas are all essentially present in previous work of Bowen and others.

The main advance in this work is dealing with \( \mu \neq \nu \) whose supports may not be disjoint. The best we can do then is to assume ergodicity of \( \mu, \nu \), which implies their mutual singularity, and therefore the existence of disjoint compact sets \( C, D \) with \( \mu(C), \nu(D) \) arbitrarily small (and positive distance \( d(C,D) \)). The new idea here is the use of the maximal ergodic theorem, which allows us to define “large” collections of orbit segments based on \( \mu \) and \( \nu \) where all initial segments of \( \nu\)-orbit segments have a large proportion of visits to \( C \), and all terminal segments of \( \mu\)-orbit segments have a large proportion of visits to \( D \). This means that initial segments of \( \nu\)-orbit segments and terminal segments of \( \mu\)-orbit segments are separated by \( d(C,D) \) at some point, mimicking the lack of overlap from the proof in [15]. This is enough to create an \((n,\delta)\)-separated collection by combining segments from the two collections whose partition function is larger than the pressure \( P(X,T,\phi) \) should allow, achieving the desired contradiction.

**Remark 1.14.** In various works (including [5], [6], and [7]), Climenhaga and Thompson have defined different weakenings of the specification property, which allowed them to both generalize Bowen’s results in a different direction, even treating some non-expansive systems and continuous flows. Without going into full detail here, their definitions involve decomposing all orbit segments of points in the system into prefixes, cores, and suffixes, where the sets of possible prefixes/suffixes are “small” in some sense, and where for any \( N \), the collection of segments whose prefix and suffix are shorter than \( N \) has specification (in the sense that one can always find a point which shadows arbitrarily many such segments, of any lengths, with constant gaps). Existence of such a Climenhaga-Thompson decomposition is less restrictive than non-uniform specification in that specification properties must hold only for a subset of orbit segments, but is more restrictive in that the property required for that subset (weak specification) is significantly stronger. To our knowledge, neither of non-uniform specification or a Climenhaga-Thompson decomposition implies the other.

Finally, we summarize the structure of the paper: Section 2 contains relevant definitions and background on topological dynamics, ergodic theory, and thermodynamic formalism. Section 3 contains some results about preservation of various hypotheses under changes of scale, expansive factors, and products. Section 4 contains the proofs of Theorems 1.2 and 1.3, including various auxiliary results.
Finally, Section 5 contains some examples for which our results imply uniqueness of equilibrium state and for which we believe this to be previously not known.
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2. Definitions

**Definition 2.1.** A dynamical system is given by a pair \((X,T)\) where \(X\) is a compact metric space and \(T : X \to X\) is a homeomorphism.

**Definition 2.2.** A dynamical system \((X,T)\) is expansive if there exists \(\delta > 0\) (called an expansivity constant) so that for all unequal \(x,y \in X\), there exists \(n \in \mathbb{Z}\) for which \(d(T^n x, T^n y) > \delta\).

A particular class of expansive dynamical systems are given by subshifts, to which the next few definitions refer.

**Definition 2.3.** Given a finite set \(A\) called the alphabet, a subshift \((X,T)\) is given by \(X \subset A^\mathbb{Z}\) which is closed (in the product topology) and invariant under the left shift map \(T\) defined by \((Tx)(i) = x(i+1)\) for \(i \in \mathbb{Z}\).

Every subshift is expansive; simply choose any \(\delta\) so that \(d(x,y) \leq \delta \implies x(0) = y(0)\). Then, any \(x \neq y \in X\) must have \(x(n) \neq y(n)\) for some \(n\), and then \((T^n x)(0) \neq (T^n y)(0)\), so \(d(T^n x, T^n y) > \delta\).

**Definition 2.4.** The language of a subshift \((X,T)\), denoted by \(L(X)\), is the set of finite strings of letters from \(A\) (called words) which appear in some \(x \in X\).

We now return to definitions for more general expansive systems.

**Definition 2.5.** Given an expansive dynamical system \((X,T)\) and any \(n \in \mathbb{N}\) and \(\epsilon > 0\), a set \(S\) is called \((n,\epsilon)\)-separated if for all unequal \(x,y \in S\), there exists \(0 \leq k < n\) so that \(d(T^k x, T^k y) > \epsilon\).

**Definition 2.6.** Given a continuous function \(\phi : X \to \mathbb{R}\) (called a potential), the partial sums of \(\phi\) are the functions \(S_n \phi : X \to \mathbb{R}\) defined by \(S_n \phi(x) = \sum_{i=0}^{n-1} \phi(T^i x)\).

**Definition 2.7.** For a dynamical system \((X,T)\) and potential \(\phi\), the \(n\)th partition function of \(\phi\) at scale \(\eta\) are the functions

\[
Z(X,T,\phi,n,\eta) := \max_{\text{\(S\) is \((n,\eta)\)-separated}} \sum_{x \in S} e^{S_n \phi(x)}.
\]

**Definition 2.8.** The topological pressure at scale \(\eta\) of \((X,T,\phi)\) is

\[
P(X,T,\phi,\eta) := \lim_{n \to \infty} \frac{\ln Z(X,T,\phi,n,\eta)}{n}.
\]

The topological pressure of \((X,T)\) for a potential \(\phi\) is

\[
P(X,T,\phi) := \lim_{\eta \to 0} P(X,T,\phi,\eta).
\]
Lemma 2.9 ([16]). If \( (X, T) \) is expansive with expansivity constant \( \delta \), then for any \( \eta \leq \delta \), \( P(X, T, \phi) = P(X, T, \phi, \eta) \).

We also need some definitions from measure-theoretic dynamics. All measures considered in this paper will be \( T \)-invariant Borel probability measures on \( X \) for \( (X, T) \) an expansive dynamical system, and we denote the space of such measures by \( \mathcal{M}(X, T) \).

**Definition 2.10.** A measure \( \mu \) on \( A^Z \) is **ergodic** if any measurable set \( C \) which is invariant, i.e. \( \mu(C \triangle TC) = 0 \), has measure 0 or 1.

Not all \( T \)-invariant measures are ergodic, but a well-known result called the ergodic decomposition shows that any non-ergodic measure can be written as a “weighted average” (formally, an integral) of ergodic measures. Also, whenever ergodic measures \( \mu \) and \( \nu \) are unequal, in fact they must be mutually singular (written \( \mu \perp \nu \)), i.e. there must exist a set \( R \) with \( \mu(R) = \nu(R^c) = 0 \). (See Chapter 6 of [18] for proofs and more information.)

When a measure \( \mu \) is ergodic and \( f \in L^1(\mu) \), the ergodic averages \( \frac{1}{N} \sum_{i=0}^{N-1} f(T^ix) \) converge \( \mu \)-a.e. to the “correct” value \( \int f \, d\mu \); this is essentially the content of Birkhoff’s ergodic theorem. We will need the following related result, which deals with the supremum of such averages rather than their limit.

**Theorem 2.11 ([19], Theorem 2 (Maximal Ergodic Theorem)).** For \( f \in L^1(\mu) \), define \( M^f := \sup_{N \in \mathbb{N}} \frac{1}{N} \sum_{i=0}^{N-1} f(T^ix) \). Then for any \( \lambda \in \mathbb{R} \),

\[
\lambda \mu(\{M^f(x) > \lambda\}) \leq \int_{M^f(x) > \lambda} f \, d\mu.
\]

The following corollary is immediate.

**Corollary 2.12.** For nonnegative \( f \in L^1(\mu) \) and \( Mf \) as in Theorem 2.11, and any \( \lambda \in \mathbb{R} \),

\[
\mu(\{M^f(x) \leq \lambda\}) \geq 1 - \frac{\|f\|_1}{\lambda}.
\]

We note that by considering \( T^{-1} \) instead, both of these results also hold when \( M^f \) is replaced by \( M^-f := \sup_{N \in \mathbb{N}} \frac{1}{N} \sum_{i=0}^{N-1} f(T^{-i}x) \).

We also need concepts from measure-theoretic entropy/pressure; for more information/proofs, see [18].

**Definition 2.13.** For any \( \mu \in \mathcal{M}(X, T) \), and finite measurable partition \( \mathcal{P} \) of \( X \), the **information of \( \mathcal{P} \) with respect to \( (X, T, \mu) \)** is

\[
H(X, T, \mu, \mathcal{P}) := \sum_{A \in \mathcal{P}} -\mu(A) \ln \mu(A),
\]

where terms with \( \mu(A) = 0 \) are omitted from the sum.

**Definition 2.14.** For any \( \mu \in \mathcal{M}(X, T) \) and finite measurable partition \( \mathcal{P} \) of \( X \), the **entropy of \( \mathcal{P} \) with respect to \( (X, T, \mu) \)** is

\[
h(X, T, \mu, \mathcal{P}) := \lim_{n \to \infty} \frac{H(X, T, \mu, \bigvee_{i=0}^{n-1} T^i \mathcal{P})}{n}.
\]
Note that by subadditivity, it is always true that 
\[ H(X,T,\mu,\bigvee_{i=0}^{n-1} T^i P) \geq nh(X,T,\mu,\mathcal{P}) \].

**Definition 2.15.** For any \( \mu \in \mathcal{M}(X,T) \), the entropy of \((X,T,\mu)\) is 
\[ h(X,T,\mu) := \sup_{\mathcal{P}} h(X,T,\mu,\mathcal{P}). \]

**Definition 2.16.** We say that \( \mu \in \mathcal{M}(X,T) \) has the K-property if for every partition \( \mathcal{P} \) consisting of nonempty sets, \( h(X,T,\mu,\mathcal{P}) > 0 \).

Note that any \( \mu \in \mathcal{M}(X,T) \) with the K-property trivially has \( h(X,T,\mu) > 0 \).

**Definition 2.17.** A partition \( \mathcal{P} \) is a generating partition for \((X,T,\mu)\) if \( \bigvee_{i \in \mathbb{Z}} T^i \mathcal{P} \) separates \( \mu \)-a.e. points of \( X \).

**Theorem 2.18.** If \( \mathcal{P} \) is a generating partition, then \( h(X,T,\mu) = h(X,T,\mu,\mathcal{P}) \).

By expansivity, any partition \( \mathcal{P} \) of sets whose diameters are all less than \( \delta \) is a generating partition for all \( \mu \), and so we have the following fact:

**Lemma 2.19.** If \((X,T)\) is expansive with expansivity constant \( \delta \) and \( \mathcal{P} \) consists of sets whose diameters are all less than \( \delta \), then \( h(X,T,\mu) = h(X,T,\mu,\mathcal{P}) \) for any measure \( \mu \in \mathcal{M}(X,T) \).

The relationship between topological pressure and measure-theoretic entropy is given by the following Variational Principle:

**Theorem 2.20** ([16]). For any dynamical system \((X,T)\) and continuous \( \phi \), 
\[ P(X,T,\phi) = \sup_{\mu} h(X,T,\mu) + \int \phi \, d\mu. \]

**Definition 2.21.** For any \((X,T)\), an equilibrium state for \((X,T)\) and \( \phi \) is a measure \( \mu \) on \( X \) for which \( P(X,T,\phi) = h(X,T,\mu) + \int \phi \, d\mu \).

**Theorem 2.22.** If \((X,T)\) is expansive, then the entropy map \( \mu \mapsto h(X,T,\mu) \) is upper semi-continuous.

As a corollary, if \((X,T)\) is expansive and \( \phi \) is continuous, then it has an equilibrium state; the upper semi-continuous function \( \mu \mapsto h(X,T,\mu) + \int \phi \, d\mu \) must achieve its supremum \( P(X,T,\phi) \) on the compact space \( \mathcal{M}(X,T) \) (endowed with the weak-* topology). In fact, the ergodic decomposition, along with the fact that the entropy map is affine ([18], Theorem 8.1), implies that the extreme points of the simplex of equilibrium states are precisely the ergodic equilibrium states. In particular, any \((X,T,\phi)\) with multiple equilibrium states also has multiple ergodic equilibrium states.

**Definition 2.23** ([10]). A potential \( \phi \) on \((X,T)\) is called hyperbolic if every equilibrium state \( \mu \) has \( h(X,T,\mu) > 0 \).

**Remark 2.24.** Though this is not the original definition from [10], it was shown to be an equivalent one in their Proposition 3.1.

Our remaining definitions pertain to the hypotheses used in Theorems 1.2 and 1.3. The first relates to the potential \( \phi \).
\textbf{Definition 2.25.} Given a dynamical system \((X, T)\) and a potential \(\phi\), the \textbf{partial sum variations of} \(\phi\) \textbf{at scale} \(\eta\) are given by

\[ V(X, T, \phi, n, \eta) = \max_{\{ (x, y) : \forall 0 \leq i < n, \ d(T^i x, T^i y) < \eta \}} |S_n \phi(x) - S_n \phi(y)|. \]

We say that \(\phi\) has \textbf{partial sum variation bounds} \(g(n)\) \textbf{at scale} \(\eta\) if \(g(n) \geq V(X, T, \phi, i, \eta)\) whenever \(i \leq n\).

Our remaining definitions are for specification properties on \((X, T)\). We first need a general notion of shadowing.

\textbf{Definition 2.26.} Given a dynamical system \((X, T)\), \(\epsilon > 0\), points \(z, x_1, \ldots, x_k \in X\), and integers \(n_1, \ldots, n_k, m_1, \ldots, m_{k-1}\), we say that \(\eta\)-shadows \((x_i)\) \textbf{for} \((n_i)\) \textbf{iterates with gaps} \((m_i)\) if for every \(0 < i < k\) and \(0 \leq m < n_i\),

\[ d(T^{m+\sum_{j=1}^{i-1}(n_j+m_j)} z, T^m x_i) < \eta. \]

\textbf{Definition 2.27.} A dynamical system \((X, T)\) has \textbf{specification} if for any \(\eta > 0\), there exists a constant \(C(\eta)\) so that for any \(k\), any points \(x_1, \ldots, x_k \in X\), and any integers \(n_1, \ldots, n_k-1, n_k, m_1, \ldots, m_k\) satisfying \(m_i \geq C(\eta)\) when \(0 < i < k\), there exists a point \(z \in X\) which \(\eta\)-shadows \((x_i)\) \textbf{for} \((n_i)\) \textbf{iterates with gaps} \((m_i)\) and for which \(T^{\sum_{j=1}^{i-1}(n_j+m_j)} z = z\).

\textbf{Remark 2.28.} A related property in the literature is \textbf{weak specification}, which is identical to the definition above except that no periodicity of \(z\) is assumed. For expansive \((X, T)\), this distinction is irrelevant; weak specification in fact implies specification (see [11], Lemma 9).

We now move to the mixing properties which we will consider in this work, both of which can be thought of as non-uniform generalizations of specification with no assumption of periodicity.

\textbf{Definition 2.29.} For an increasing function \(f : N \to N\), a dynamical system \((X, T)\) has \textbf{non-uniform specification with gap bounds} \(f(n)\) \textbf{at scale} \(\eta\) if for any \(k\), any points \(x_1, x_2, \ldots, x_k \in X\), and any integers \(n_1, \ldots, n_k-1, n_k, m_1, \ldots, m_{k-1}\) satisfying \(m_i \geq \max(f(n_i), f(n_{i+1}))\), there exists a point \(z \in X\) which \(\eta\)-shadows \((x_i)\) \textbf{for} \((n_i)\) \textbf{iterates with gaps} \((m_i)\).

\textbf{Remark 2.30.} This property is almost the same as the main property used by Marcus in [14] (which was not there given a name). There are two differences: the first is that Marcus required \(\frac{f(n)}{n} \to 0\) as part of his definition, and the second is that Marcus’s definition \(m_i\) was only assumed greater than or equal to \(f(n_i)\). Essentially, non-uniform specification only guarantees the ability to shadow when gaps are large enough in comparison to the lengths of orbit segments being shadowed before and after the gap, and Marcus’s unnamed property requires only that gaps be large compared to the orbit segment before the gap.

We also consider the following significantly weaker property of non-uniform transitivity, which is weaker than non-uniform specification in two important ways. The first is that it only guarantees the ability to shadow two orbit segments, rather than arbitrarily many, and the second is that it guarantees the existence of only a single gap length which allows for shadowing, rather than guaranteeing that all gaps above a certain threshold suffice.
Definition 2.31. For an increasing function \( f : \mathbb{N} \to \mathbb{N} \), a dynamical system \((X, T)\) has **non-uniform transitivity with gap bounds** \( f(n) \) at scale \( \eta \) if for any \( n \) and any points \( x, y \in X \), there exists \( i \leq f(n) \) and \( z \in X \) which \( \eta \)-shadows \((x, y)\) for \((n, n)\) iterates with gap \( i \).

Remark 2.32. We note that for \((X, T)\) with this property and any \( n \) and \( j, k \leq n \), one can also find \( z \) which \( \eta \)-shadows \((x, y)\) for \((j, k)\) iterates with some gap \( i \leq f(n) \). This is because one can instead start with the pair \((T^{-(n-j)}x, y)\), and for any \( z \) which \( \eta \)-shadows \((T^{-(n-j)}x, y)\) for \((n, n)\) iterates with gap \( i \), it is immediate that \( T^{n-j}z \eta \)-shadows \((x, y)\) for \((j, k)\) iterates with gap \( i \).

3. **Preservation under factors, products, and changes of scale**

In this section, we summarize some simple results illustrating preservation of various properties/quantities under expansive factors, products, and changes of scale.

The following results show that the hypotheses used for Theorems 1.2 and 1.3 do not depend on the scale used.

Lemma 3.1. If \((X, T)\) is expansive (with expansivity constant \( \delta \)) and has non-uniform specification (transitivity) at scale \( \delta \) with gap bounds \( f(n) \), then for every \( \eta < \delta \) there exists a constant \( C = C(\eta) \) so that \((X, T)\) has non-uniform specification (transitivity) at scale \( \eta \) with gap bounds \( f(n + C) + C \).

Proof. We present only the proof for non-uniform specification, as the one for non-uniform transitivity is extremely similar. Choose \((X, T)\) as in the theorem, and any \( \eta < \delta \). By expansivity, there exists \( N \) so that if \( d(T^i x, T^i y) < \delta \) for \(-N \leq i \leq 0\), then \( d(x, y) < \eta \). Now, choose any \( k, n \in \mathbb{N} \), any \( x_1, \ldots, x_k \in X \), and any \( n_1, \ldots, n_{k-1} \geq f(n + 2N) + 2N \). Use non-uniform specification to choose \( y \in X \) which \( \delta \)-shadows \((T^{-N}x_1, \ldots, T^{-N}x_k)\) for \((n + 2N, \ldots, n + 2N)\) iterates, with gaps \((n_1 - 2N, \ldots, n_{k-1} - 2N)\). Then by definition of \( N \), \( T^N y \eta \)-shadows \((x_1, \ldots, x_k)\) for \((n, \ldots, n)\) iterates, with gaps \((n_1, \ldots, n_{k-1})\), proving the desired non-uniform specification at scale \( \eta \).

**Lemma 3.2.** If \((X, T)\) is expansive (with expansivity constant \( \delta \)), \( \eta < \delta \), and \( \phi \) is a potential with partial sum variation bounds \( g(n) \) at scale \( \eta \), then there exists a constant \( D = D(\eta) \) so that for every \( n \), \( \phi \) has partial sum variation bounds \( g(n + D) \) at scale \( \eta \).

Proof. Choose \((X, T)\) and \( \phi \) as in the theorem, and any \( \eta < \delta \). By expansivity, there exists \( N \) so that if \( d(T^i x, T^i y) < \delta \) for \(-N \leq i \leq 0\), then \( d(x, y) < \eta \). For the second inequality, choose any \( n > 2N \) and any \( x, y \) for which \( d(T^i x, T^i y) < \delta \) for \( 0 \leq i < n \). Then by definition of \( N \), \( d(T^i T^N x, T^i T^N y) < \eta \) for \( 0 \leq i < n - 2N \), and so

\[
|S_n \phi(x) - S_n \phi(y)| \leq 2N (\sup \phi - \inf \phi) + |S_{n-2N} \phi(T^N x) - S_{n-2N} \phi(T^N y)| \\
\leq 2N (\sup \phi - \inf \phi) + g(n - 2N) \leq g(n) + 2N (\sup \phi - \inf \phi).
\]

Taking the supremum over such pairs \((x, y)\) completes the proof.

**Proposition 3.3.** If \( f : (X, T) \to (Y, S) \) is a factor map, then for all \( \epsilon \) there exists \( \delta \) such that if \((X, T)\) has non-uniform specification (transitivity) with gap bounds
f(n) at scale \( \delta \), then \((Y,S)\) has non-uniform specification (transitivity) with gap bounds \( f(n) \) at scale \( \epsilon \).

Proof. We give a proof only for non-uniform specification, as the proof for non-uniform transitivity is trivially similar. Given \( \epsilon \), use uniform continuity of \( f \) to choose \( \delta \) so that \( d(x,x') < \delta \implies d(f(x),f(x')) < \epsilon \). Now, given any \( y_1, \ldots, y_k \in Y \) and \( n_1, \ldots, n_k, m_1, \ldots, m_{k-1} \), choose arbitrary \( x_i \in f^{-1}(y_i) \) and use non-uniform specification of \((X,T)\) at scale \( \delta \) to find \( z \in X \) which \( \delta \)-shadows \( (x_i) \) for \( (n_i) \) iterates with gaps \( (m_i) \). It is immediate that \( f(z) \in Y \) \( \epsilon \)-shadows \( (y_i) \) for \( (n_i) \) iterates with gaps \( (m_i) \), completing the proof.

The following corollary follows immediately by using Lemma 3.1.

**Corollary 3.4.** If \( f : (X,T) \to (Y,S) \) is a factor map, \((X,T)\) and \((Y,S)\) are expansive (with expansivity constants \( \delta \) and \( \eta \) respectively), and \((X,T)\) has non-uniform specification (transitivity) with gap bounds \( f(n) \) at scale \( \delta \) where \( \liminf_{n \to \infty} f(n)/\ln n = 0 \), then there exists \( f(n) \) with \( \liminf_{n \to \infty} f(n)/\ln n = 0 \) for \((Y,S)\) has non-uniform specification (transitivity) with gap bounds \( f(n) \) at scale \( \eta \).

**Remark 3.5.** The class of \((X,T)\) satisfying either hypothesis of this corollary is then closed under expansive factors, and by Theorems 1.2 and 1.3, any such system has a unique equilibrium state for any potential \( \phi \) with partial sum variation bounds \( g(n) \) satisfying \( \lim_{n \to \infty} g(n)/\ln n = 0 \).

We now move to products, with the goal of proving Corollary 1.6. All products of metric spaces will be endowed with the \( d_\infty \) metric defined by \( d_\infty((x_1,y_1),(x_2,y_2)) = \max(d_1(x_1,y_1),d_2(x_2,y_2)) \). The proofs of the following results are left to the reader.

**Lemma 3.6.** If \((X_1,T_1), (X_2,T_2)\) are expansive dynamical systems with the same expansivity constant \( \delta \) and which have non-uniform specification with gap bounds \( f_1(n) \) and \( f_2(n) \) (at scale \( \delta \)) respectively, then \((X_1 \times X_2,T_1 \times T_2)\) is an expansive dynamical system with expansivity constant \( \delta \) which has non-uniform specification with gap bounds \( f(n) = \max(f_1(n),f_2(n)) \) at scale \( \delta \).

**Lemma 3.7.** If \((X_1,T_1)\) and \((X_2,T_2)\) are expansive dynamical systems with the same expansivity constant \( \delta \) and \( \phi_1 \) and \( \phi_2 \) are potentials with partial sum variation bounds \( g_1(n) \) and \( g_2(n) \) (at scale \( \delta \)) respectively, then the potential \( \phi \) on \((X_1 \times X_2,T_1 \times T_2)\) defined by \( \phi(x_1,x_2) := \phi_1(x_1) + \phi_2(x_2) \) has partial sum variation bounds \( g(n) = g_1(n) + g_2(n) \) at scale \( \delta \).

**Corollary 3.8.** If \((X_1,T_1)\) and \((X_2,T_2)\) are expansive dynamical systems with non-uniform gap specification with gap bounds \( f_1(n) \) and \( f_2(n) \) respectively, and if \( \phi_1 \) and \( \phi_2 \) are potentials with partial sum variation bounds \( g_1(n) \) and \( g_2(n) \) respectively (all at scales equal to the relevant expansivity constants), and if there exists a sequence \( n_k \) so that \( \lim_{k \to \infty} f_1(n_k)/\ln n_k = \lim_{k \to \infty} f_2(n_k)/\ln n_k = \lim_{k \to \infty} g_1(n_k)/\ln n_k = \lim_{k \to \infty} g_2(n_k)/\ln n_k = 0 \), and the potential \( \phi \) on \((X_1 \times X_2,T_1 \times T_2)\) is defined by \( \phi(x_1,x_2) := \phi_1(x_1) + \phi_2(x_2) \), then \((X_1 \times X_2,T_1 \times T_2,\phi)\) satisfies the hypotheses of Theorem 1.2.

**Remark 3.9.** The reason no assumption need be made on the equality of expansivity constants in Corollary 3.8 is that one can always render them equal (say to 1) by normalizing the metrics.

We can now apply the following result of Ledrappier.
Lemma 3.11. If arguments from [2], functions under changes of scale. The proof of the following lemma is motivated by K-systems have positive entropy. and positive entropy of the unique equilibrium state comes from Corollary 1.6 since potentials are Bowen (i.e. have bounded partial sum variation bounds) for subshifts, follows as well: the closure under expansive factors comes from Corollary 3.4, Hölder \((\varphi)\) can be written as a disjoint union of \(M\)

\((1)\) Theorem 3.10

\[ \text{Choose } (X, T) \text{ and } (X, T, \varphi, n, \eta) \text{ as in Lemma 3.11.} \]

\[ \text{Then by Lemma 3.11, we can write } Z(X, T, \varphi, n, \eta) = M(\eta)Z(X, T, \varphi, n, \delta), \]

where \(M(\eta)\) is as in Lemma 3.11.

Proof. Consider an \((n, \eta)\)-separated set \(U\) for which \(\sum_{x \in S} e^{S_n \varphi(x)} = Z(X, T, \varphi, n, \eta)\).

Then by Lemma 3.11, we can write \(U = \bigcup_{i=1}^{M(\eta)} U_i\), where each \(U_i\) is \((n, \delta)\)-separated. Then

\[ Z(X, T, \varphi, n, \eta) = \sum_{x \in U} e^{S_n \varphi(x)} = \sum_{i=1}^{M(\eta)} \left( \sum_{x \in U_i} e^{S_n \varphi(x)} \right) \leq M(\eta)Z(X, T, \varphi, n, \delta). \]

\(\square\)

The following fact actually appears in [2] (as Lemma 1), but as it is a simple corollary of Lemma 3.11, we give a proof here as well.

Corollary 3.12. If \((X, T)\) is expansive (with expansivity constant \(\delta\)) and \(\eta < \delta\), then for any potential \(\varphi\),

\[ Z(X, T, \varphi, n, \eta) \leq M(\eta)Z(X, T, \varphi, n, \delta), \]

where \(M(\eta)\) is as in Lemma 3.11.
4. PROOFS OF THEOREMS 1.2 AND 1.3

The first tool that we need is quite basic; it is the existence of a sequence with helpful bounds on \( f \) and \( g \) under the hypotheses of either Theorem 1.2 or 1.3.

**Lemma 4.1.** If \((X, T)\) and \(\phi\) satisfy the hypotheses of either Theorem 1.2 or 1.3, then there exists a sequence \( \{n_k\} \) so that for all \( \eta < \delta \), there exist increasing \( \overline{f} \) and \( \overline{g} \) where \((X, T)\) has non-uniform transitivity with gap bounds \( \overline{f}(n) \) at scale \( \eta \), \( \phi \) has partial sum variation bounds \( \overline{g}(n) \) at scale \( \eta \), and \( \overline{f}(n_k)/\ln n_k, \overline{g}(n_k)/\ln n_k \to 0 \).

*Proof.* We first note that by Lemmas 3.1 and 3.2, there are positive constants \( C, D \) so that we can take \( \overline{f}(n) = C + f(n + C) \) and \( \overline{g}(n) = D + g(n) \leq D + g(n + C) \).

Under the hypotheses of Theorem 1.2, there exists a sequence \( \{m_k\} \) so that \( f(m_k) + g(m_k) \ln m_k^{-1} \to 0 \). Then if we take \( n_k = m_k - C, \frac{\overline{f}(n_k) + \overline{g}(n_k)}{\ln n_k} \to 0 \), so \( \{n_k\} \) satisfies the conclusion of the lemma.

Similarly, under the hypotheses of Theorem 1.3, \( \frac{f(k) + g(k)}{\ln k} \to 0 \) and \( \frac{\overline{f}(k) + \overline{g}(k)}{\ln k} \to 0 \) also, so taking \( n_k = k \) satisfies the conclusion of the lemma. \( \square \)

**Definition 4.2.** A sequence \( \{n_k\} \) satisfying the conclusion of Lemma 4.1 is called an anchor sequence for \((X, T)\) and \(\phi\).

The next tools that we’ll need are some upper bounds on the partition function for expansive systems with non-uniform specification, which generalize the well-known upper bound of \( e^{nP(X, T, \phi)} \) times a constant when specification is assumed (e.g. Lemma 3 of [2]).

**Theorem 4.3.** If \((X, T)\) is an expansive dynamical system (with expansivity constant \( \delta \)) and non-uniform specification with gap bounds \( f(n) \) at scale \( \delta/3 \), and \(\phi\) is a potential with partial sum variation bounds \( g(n) \) at scale \( \delta/3 \), then for all \( n \),

\[
Z(X, T, \phi, n, \delta) \leq e^{(n+f(n))P(X, T, \phi) - f(n)\inf \phi + g(n)}.
\]

*Proof.* Suppose that \((X, T)\) and \(\phi\) are as in the theorem, denote \( m = \inf \phi \), and fix any \( n \). Then, choose any \( k \in \mathbb{N} \) and an \((n, \delta)\)-separated set \( S \) so that \( \sum_{x \in S} e^{S_n \phi(x)} = Z(X, T, \phi, n, \delta) \). Then, for any \( x_1, \ldots, x_k \in S \), we can use non-uniform specification to choose a point \( y = y(x_1, \ldots, x_k) \) which \( \delta/3 \)-shadows \((x_1, \ldots, x_k)\) for \( n, \ldots, n \) iterates, with gaps \((f(n), \ldots, f(n))\). Then

\[
S_{k(n+f(n))}(y) \geq kf(n) + \sum_{j=1}^{k} S_n \phi(T^{j-1}(n+f(n))y) \geq f(n) - k\phi + \sum_{j=1}^{k} S_n \phi(x_j).
\]

We note that the set \( Y = \{y(x_1, \ldots, x_k) : x_i \in S\} \) is \((k(n+f(n)), \delta/3)\)-separated by definition, and so

\[
Z(X, T, \phi, k(n+f(n)), \delta/3) \geq \sum_{y \in Y} e^{S_{k(n+f(n))}(y)} \geq e^{k(n+f(n)) - kg(n)} \sum_{x_1, \ldots, x_k \in S} e^{S_n \phi(x_i)} = e^{k(n+f(n)) - kg(n)} Z(X, T, \phi, n, \delta)^k.
\]

Taking logarithms, dividing by \( k(n+f(n)) \), and letting \( k \to \infty \) yields

\[
P(X, T, \phi) = P(X, T, \phi, \delta/3) \geq \frac{\ln Z(X, T, \phi, n, \delta) + mf(n) - g(n)}{n + f(n)}.
\]
Proof. for \( k > K \) anchor sequence, then for every \( \epsilon > 0 \), there exists \( K \) so that for all \( k > K \) and \( 1 \leq i \leq n_k \),

\[
Z(X,T,\phi,i,\delta) \leq e^{iP(X,T,\phi)}n_k^\epsilon.
\]

\( \square \)

**Corollary 4.4.** If \((X,T)\) satisfies the hypotheses of Theorem 1.2 and \( \{n_k\} \) is an anchor sequence, then for every \( \epsilon > 0 \), there exists \( K \) so that for all \( k > K \) and \( 1 \leq i \leq n_k \),

\[
Z(X,T,\phi,i,\delta) \leq e^{iP(X,T,\phi)}n_k^\epsilon.<
\]

Proof. By definition of anchor sequence, we can take \( f(n) \) and \( g(n) \) to be gap bounds and partial sum variation bounds at scale \( \delta/3 \), and can choose \( K \) so that for \( k > K \), \( f(n_k) + g(n_k) < \frac{r}{\inf_{\phi} |\phi| + 1} \ln n_k \). Then, for any such \( k \) and \( 1 \leq i \leq n_k \), Theorem 4.3 (along with monotonicity of \( f, g \)) implies

\[
Z(X,T,\phi,i,\delta) \leq e^{i(f(n) + g(n))}P(X,T,\phi) - f(i) \inf \phi + g(i) \leq e^{iP(X,T,\phi)}e^{P(X,T,\phi) + |\inf \phi| + 1)(f(i) + g(i))} \leq e^{iP(X,T,\phi)n_k^\epsilon}.
\]

\( \square \)

We now prove a somewhat similar bound under the assumption of non-uniform transitivity, which requires information about \( f, g \) for all large \( n \) rather than a single value.

**Theorem 4.5.** If \((X,T)\) is an expansive dynamical system (with expansivity constant \( \delta \)) and non-uniform transitivity with gap bounds \( f(n) \) at scale \( \delta/3 \), \( \phi \) is a potential with partial sum variation bounds \( g(n) \), and \( C > 0, M \geq 3 \) satisfy \( f(n) + g(n) \leq \min(C \ln n, n) \) for all \( n \geq M \), then for all \( n \geq M \),

\[
Z(X,T,\phi,n,\delta) \leq D e^{nP(X,T,\phi)}n^{CE},
\]

where \( D, E \) are constants depending only on \( X \) and \( \phi \).

Proof. Suppose that \( X, T, \phi, C, \) and \( M \) are as in the theorem, and fix any \( n \geq M \). We use \( m \) to denote \( \inf \phi \). For every \( j \), choose \( U_j \) a \((j, \delta)\)-separated set for which \( \sum_{x \in U_j} e^{\delta j \phi(x)} = Z(X,T,\phi,j,\delta) \). We will use non-uniform transitivity to give lower bounds on \( Z(X,T,\phi,n_k,\delta) \) for a recursively defined sequence \( \{n_k\} \). Define \( n_0 = n \), and for \( k \geq 0 \) define \( n_{k+1} = 2n_k + f(n_k) \). Note that all \( n_k \geq M \), and so \( n_{k+1} \leq 3n_k \) for all \( k \), meaning that \( n_k \leq 3^k n \) for all \( k \). For a better bound, we see that by induction, for every \( k \),

\[
n_k = 2^k n + 2^{k-1} f(n_1) + 2^{k-2} f(n_2) + \ldots + f(n_{k-1})
\leq 2^k n + 2^k C [2^{-1} \ln (3n) + 2^{-2} \ln (3^2 n) + \ldots + 2^{-(k-1)} \ln (3^k n)]
= 2^k (n + C \ln (9n)).
\]

Then, for every \( k \geq 0 \), and for any \( x, y \in U_{n_k} \), use non-uniform transitivity to create a point \( z(x,y) \) which \( \delta/3 \)-shadows \((x,y)\) for \((n_k, n_k)\) iterates, with a gap \( i \) of length less than or equal to \( f(n_k) \). Then,

\[
S_{n_k+1} \phi(z(x,y)) \geq S_{n_k} \phi(z(x,y)) + S_{n_k} \phi(T_1 \ldots T_{n_k} z(x,y)) - |m| f(n_k)
\geq S_{n_k} \phi(x) + S_{n_k} \phi(y) - 2g(n_k) - |m| f(n_k).
\]
This implies that
\[
\sum_{z(x,y)} e^{S_{n_k+1} \phi(z(x,y))} \geq \sum_{x,y} e^{S_{n_k} \phi(x) + S_{n_k} \phi(y) - 2g(n_k) - m[f(n_k)]} = e^{-2g(n_k) - m[f(n_k)]} \left( \sum_{z \in U_{n_k}} e^{S_{n_k} \phi(x)} \right)^2 = e^{-2g(n_k) - m[f(n_k)]} Z(X, T, \phi, n_k, \delta)^2.
\]

Then there is a single gap \( i_k \leq f(n_k) \) such that if we define \( Y_k \) to be the set of \((x, y)\) for which \( z(x, y) \) used a gap of length \( i \), then
\[
\sum_{(x, y) \in Y_k} e^{S_{n_k+1} \phi(z(x,y))} \geq \left( f(n_k) \right)^{-1} e^{-2g(n_k) - m[f(n_k)]} Z(X, T, \phi, n_k, \delta)^2 \geq e^{-2g(n_k) - (m+1)f(n_k)} Z(X, T, \phi, n_k, \delta)^2.
\]

We now claim that \( \{ z(x, y) : (x, y) \in Y_k \} \) is \((n_{k+1}, \delta/3)\)-separated. To see this, choose any unequal \((x, y), (x', y') \in Y_{n_{k+1}}\), and write \( z = z(x, y) \) and \( z' = z(x', y') \). Either \( x \neq x' \in U_{n_k} \) or \( y \neq y' \in U_{n_k} \). In the former case, since \( U_{n_k} \) is \((n, \delta)\)-separated, there exists \( 0 \leq j < n_k \) so that \( d(T^j x, T^j x') > \delta \), and by definition of \( z \) and \( z' \), \( d(T^j z, T^j z') > \delta/3 \). In the latter case, there exists \( 0 \leq j < n_k \) so that \( d(T^j y, T^j y') > \delta \), and again by definition of \( z \) and \( z' \), \( d(T^{n_k + i_k + j} z, T^{n_k + i_k + j} z') > \delta/3 \). So, \( \{ z(x, y) : (x, y) \in Y_k \} \) is \((n_{k+1}, \delta/3)\)-separated as claimed. Therefore, Lemma 3.12 and (2) imply
\[
Z(X, T, \phi, n_{k+1}, \delta) \geq M(\delta/3)^{-1} Z(X, T, \phi, n_{k+1}, \delta/3) \geq \sum_{(x, y) \in Y_k} e^{S_{n_k+1} \phi(z(x,y))} \geq M(\delta/3)^{-1} e^{-2g(n_k) - (m+1)f(n_k)} Z(X, T, \phi, n_k, \delta)^2.
\]

Now, by induction, \( \ln Z(X, T, \phi, n_k, \delta) \) is greater than or equal to
\[
-k \ln M(\delta/3) + 2^k \ln Z(X, T, \phi, n, \delta) - k \sum_{i=0}^{k-1} 2^{k-i-1} (2g(n_i) - (m + 1)f(n_i)) \geq -k \ln M(\delta/3) + 2^k \ln Z(X, T, \phi, n, \delta) - 2^k \sum_{i=0}^{k-1} 2^{-i-1} (2 + |m + 1|) C \ln(3^i n) = -k \ln M(\delta/3) + 2^k (\ln Z(X, T, \phi, n, \delta) - C(2 + |m + 1|) \ln(9n)).
\]

Therefore, by (1) and (3),
\[
\frac{\ln Z(X, T, \phi, n_k, \delta)}{n_k} \geq \frac{-k \ln M(\delta/3) + 2^k (\ln Z(X, T, \phi, n, \delta) - C(2 + |m + 1|) \ln(9n))}{2^k (n + C \ln(9n))}.
\]

Letting \( n_k \to \infty \) yields
\[
P(X, T, \phi) \geq \frac{\ln Z(X, T, \phi, n, \delta) - C(2 + |m + 1|) \ln(9n)}{n + C \ln(9n)},
\]
and we can rewrite as
\[
Z(X, T, \phi, n, \delta) \leq D e^{P n C E},
\]
(here \( D = gC(P(X,T,\phi)+2+|m-1|) \) and \( E = P(X,T,\phi)+2+|m-1| \)), completing the proof.
\[\square\]
Corollary 4.6. If \((X,T)\) and \(\phi\) satisfy the hypotheses of Theorem 1.3 and \(\{n_k\}\) is an anchor sequence, then for every \(\epsilon > 0\), there exists \(K\) so that for any \(k > K\) and \(1 \leq i \leq n_k\),

\[
Z(X,T,\phi,i,\delta) \leq e^{iP(X,T,\phi)\epsilon/n_k}.
\]

Proof. Under the hypotheses of Theorem 1.3, we may choose \(M \geq 3\) so that for \(n \geq M\), \(f(n) + g(n) < \min((\epsilon/2E)\ln n, n)\), where \(E\) is as in Theorem 1.3. Then, for all \(n \geq M\),

\[
Z(X,T,\phi,i,\delta) \leq De^{iP(X,T,\phi)\epsilon/2}.
\]

This can clearly be improved to hold for all \(i\) by changing \(D\), i.e. there exists \(D'\) so that for all \(i\),

\[
Z(X,T,\phi,i,\delta) \leq D'e^{iP(X,T,\phi)\epsilon/2}.
\]

We then just choose \(K\) so that \(n_k^{\epsilon/2} > D'\). Then, for any \(k \geq K\) and \(1 \leq i \leq n_k\),

\[
Z(X,T,\phi,i,\delta) \leq D'e^{iP(X,T,\phi)\epsilon/2} < e^{iP(X,T,\phi)\epsilon/n_k},
\]

completing the proof. \(\square\)

We will also need the following general lower bound on the sum of \(e^{S_n\phi(x)}\) over separated sets within a set of positive measure for an equilibrium state.

Theorem 4.7. If \((X,T)\) is an expansive dynamical system (with expansivity constant \(\delta\)), \(\phi\) is a potential with partial sum variations \(g(n)\) at scale \(\delta/3\), and \(A \subset X\) has \(\mu(A) > 0\) for some equilibrium state \(\mu\) of \(X\) for \(\phi\), then there exists an \((n,\delta/3)\)-separated subset \(U\) of \(X\) with

\[
\sum_{x \in U} e^{S_n\phi(x)} \geq \left(e^{nP(X,T,\phi)}\right)^{1/\mu(A)} (Z(X,T,\phi,n,\delta/3))^{(\mu(A)-1)/\mu(A)} M^{-1} e^{-g(n) - \frac{\ln \epsilon}{\mu(A)}},
\]

where \(M = M(\delta/3)\) as defined in Lemma 3.11.

Proof. Consider such \(X, T, \phi, \mu, A, \\text{and} n\). Choose a maximal \((n,\delta/3)\)-separated subset \(U\) of \(X\). As in [2] or [6], we can create a partition \(P = \{A_x\}_{x \in U}\) where for each \(x \in U\) and \(y \in A_x\), \(y, \delta/3\)-shadows \(x\) for \(n\) iterates, i.e. \(d(T^n x, T^n y) < \delta/3\) for \(0 \leq i < n\).

Then, if two points are in the same element of \(\bigvee_{m \in \mathbb{Z}} T^m P\), by expansivity they are equal, i.e. \(P\) is a generating partition for \((X,T^n,\mu)\). This means that

\[
\sum_{x \in U} e^{S_n\phi(x)} \geq \left(e^{nP(X,T,\phi)}\right)^{1/\mu(A)} (Z(X,T,\phi,n,\delta/3))^{(\mu(A)-1)/\mu(A)} M^{-1} e^{-g(n) - \frac{\ln \epsilon}{\mu(A)}},
\]

where \(M = M(\delta/3)\) as defined in Lemma 3.11.
For fixed positive reals $a_1, \ldots, a_n$ and positive $p_1, \ldots, p_N$ with fixed sum $S$, $
abla_p(a_i - \ln p_i)$ has maximum value $S(-\ln S + \ln \sum e^{a_i})$. (See Lemma 9.9 in [18].) Therefore, if we write $A' = \bigcup_{x \in U'} A_x$, then

$$
(6) \quad \sum_{x \in U'} \mu(A_x) \left[ -\ln \mu(A_x) + S_n \phi(x) \right] \leq \mu(A') \left( -\ln \mu(A') + \ln \sum_{x \in U'} e^{S_n \phi(x)} \right).
$$

Similarly,

$$
(7) \quad \sum_{x \in U \setminus U'} \mu(A_x) \left[ -\ln \mu(A_x) + S_n \phi(x) \right]
$$

$$
\leq (1 - \mu(A')) \left( -\ln(1 - \mu(A')) + \ln \sum_{x \in U \setminus U'} e^{S_n \phi(x)} \right)
$$

$$
\leq (1 - \mu(A')) \left( \ln(1 - \mu(A')) + \ln Z(X, T, n, \phi, \delta/3) \right).
$$

Combining (4)-(7) yields

$$
nP(X, T, \phi) \leq \mu(A') \left( -\ln \mu(A') + \ln \sum_{x \in U'} e^{S_n \phi(x)} \right) +
$$

$$
(1 - \mu(A')) \left( \ln(1 - \mu(A')) + \ln Z(X, T, \phi, n, \delta/3) \right)
$$

$$
\leq \ln 2 + \mu(A') \ln \sum_{x \in U'} e^{S_n \phi(x)} + (1 - \mu(A')) \ln Z(X, T, \phi, n, \delta/3).
$$

Finally, we solve for $\ln \sum_{x \in U'} e^{S_n \phi(x)}$;

$$
(8) \quad \ln \sum_{x \in U'} e^{S_n \phi(x)} \geq \frac{nP(X, T, \phi)}{\mu(A')} - \frac{1 - \mu(A')}{\mu(A')} \ln Z(X, T, \phi, n, \delta/3) - \frac{\ln 2}{\mu(A')}
$$

$$
\geq \frac{nP(X, T, \phi)}{\mu(A)} - \frac{1 - \mu(A)}{\mu(A)} \ln Z(X, T, \phi, n, \delta/3) - \frac{\ln 2}{\mu(A)}.
$$

(Recall here that $\mu(A') \geq \mu(A)$.)

Now, by Lemma 3.11, we can write $U'$ as the union of $M = M(\delta/3)$ sets which are each $(n, \delta)$-separated. Then (8) implies that there must exist one, call it $U''$, so that

$$
(9) \quad \sum_{x \in U''} e^{S_n \phi(x)} \geq M^{-1} \left( e^{nP(X, T, \phi)} \right)^{1/\mu(A)} \left( Z(X, T, \phi, n, \delta/3) \right)^{(\mu(A) - 1)/\mu(A)} e^{-\frac{\ln 2}{\mu(A)}}.
$$

Recall that for every $x \in U''$, $A_x \cap A \neq \emptyset$. Therefore, we can define a new set $U'''$ which contains a single point from each $A_x \cap A$ for $x \in U''$. Recall that $U''$ was $(n, \delta)$-separated, and that every point of $A_x$ $\delta/3$-shadows $x$ for $n$ iterates; therefore, $U'''$ is $(n, \delta/3)$-separated. Then by (9),

$$
\sum_{x \in U'''} e^{S_n \phi(x)} \geq \sum_{x \in U''} e^{S_n \phi(x) - g(n)}
$$

$$
\geq M^{-1} \left( e^{nP(X, T, \phi)} \right)^{1/\mu(A)} \left( Z(X, T, \phi, n, \delta/3) \right)^{(\mu(A) - 1)/\mu(A)} e^{-g(n) - \frac{\ln 2}{\mu(A)}},
$$

completing the proof.
The following is an immediate corollary of Theorem 4.7 and Corollaries 3.12, 4.4, and 4.6.

**Corollary 4.8.** If \((X,T)\) and \(\phi\) satisfy the hypotheses of either Theorem 1.2 or 1.3 and \(\{n_k\}\) is an anchor sequence, then for every \(\epsilon > 0\), there exists \(K\) so that for any \(A \subset X\) with \(\mu(A) > 1/2\) for some equilibrium state \(\mu\) of \(X\) for \(\phi\), any \(k \geq K\), and any \(1 \leq i \leq n_k\), there is an \((i, \delta/3)\)-separated subset \(T\) of \(A\) with

\[
\sum_{x \in T} e^{S_i \phi(x)} \geq n^{-\epsilon} e^{P(X,T,\phi)}.
\]

We may now prove our main results.

**Proof of Theorems 1.2 and Theorem 1.3.** Choose \(X\) and \(\phi\) satisfying the hypotheses of either Theorem 1.2 or 1.3, and a corresponding anchor sequence \(\{n_k\}\). Define \(m = \inf \phi\). Suppose for a contradiction that \(X\) has more than one equilibrium state for \(\phi\). Then, as noted in the introduction, \(X\) has ergodic equilibrium states \(\mu \neq \nu\) for \(\phi\), and \(\mu \perp \nu\). Then, there exists measurable \(R \subset X\) with \(\mu(R) = \nu(R^c) = 1\).

Since \(\mu, \nu\) are Borel measures, there exist open sets \(U \supseteq R\) and \(U' \supseteq R^c\) so that \(\mu(U), \nu(U') < \frac{1}{5}\). We write \(\eta = \min(\delta/9, d(U^c, U^c)/3) > 0\).

Define \(W \subset X\) to be the set of \(x \in X\) for which

\[
M^+(\chi_U) = \sup N \frac{1}{N} \sum_{n=0}^{N-1} \chi_U(T^n x) \leq 2\mu(U) < \frac{2}{5}.
\]

In other words, for every point of \(W\) and any \(i\), fewer than \(\frac{2}{5}\) of its first \(i\) iterates under \(T\) are in \(U\). By Corollary 2.12 (to the Maximal Ergodic Theorem), \(\mu(W) \geq 1 - \int \chi_U \, d\mu / 2\mu(U) = \frac{1}{2}\).

Similarly, we define \(V \subset X\) to be the set of \(x \in X\) for which

\[
M^-(\chi_{T^{-n} U'}) = \sup N \frac{1}{N} \sum_{n=0}^{N-1} \chi_{T^{-n} U'}(T^{-n} x) \leq 2\nu(U') < \frac{2}{5}.
\]

For every point of \(V\) and any \(i\), fewer than \(\frac{2}{5}\) of its first \(i\) iterates under \(T^{-1}\) are in \(U'\). By Corollary 2.12 (applied to \(T^{-1}\)), \(\mu(V) \geq 1 - \int \chi_{T^{-n} U'} \, d\nu / 2\nu(U') = \frac{1}{2}\).

By Corollary 4.8, there exists \(K\) so that for \(k \geq K\) and all \(j \leq n_k\), we can define \((j, \delta/3)\)-separated sets \(V_j \subset V\) and \(W_j \subset W\) for which

\[
\sum_{x \in V_j} e^{S_j \phi(x)} \sum_{x \in W_j} e^{S_j \phi(x)} \geq e^{P(X,T,\phi)} n_k^{-1/5}.
\]

Whether \((X,T)\) and \(\phi\) satisfied the hypotheses of Theorem 1.2 or 1.3, by Lemmas 3.1 and 3.2 we may assume that \((X,T)\) satisfies non-uniform transitivity at scale \(\eta\) with gap bounds \(f(n)\) and that \(\phi\) has partial sum variation bounds \(g(n)\) at scale \(\eta\). The final step is to use non-uniform transitivity of \(X\) to create an \((n_k, \eta)\)-separated set by shadowing orbit segments from various \(V_i\) and \(W_j\). For large \(k\), the sum of \(e^{S_j \phi(x)}\) over this set will be large enough to contradict Corollary 4.4 or Corollary 4.6.
By definition of anchor sequence, we can increase $K$ so that for any $k \geq K$, $f(n_k), g(n_k) < \frac{1}{3f(X,T,φ)+|m|+2}$ in $n_k$. Choose any $k \geq K$ and define $n := n_k$ for ease of notation. Then, for any integer $j$ in $[1, \frac{n-f(n)}{2f(n)}]$, any $v \in V_{2jf(n)}$, and any $w \in W_{n-2jf(n)-f(n)}$, we use non-uniform transitivity to create a point $x(j,v,w)$ which $η$-shadows $(v,w)$ for $(2jf(n), n-f(n)-2jf(n))$ iterates with gap $i \leq f(n)$. We first note that for all $j, v, w$,

$$S_n φ(x(j,v,w)) \geq S_{2jf(n)} φ(v) + S_{n-(2j+1)f(n)} φ(w) - |m|[f(n) - g(2jf(n)) - g(n - (2j + 1)f(n))]$$

$$\geq S_{2jf(n)} φ(v) + S_{n-(2j+1)f(n)} φ(w) - |m|[f(n) - 2g(n)]$$

$$\geq S_{2jf(n)} φ(v) + S_{n-2jf(n)-f(n)} φ(w) - 1/5 \ln n.$$  

This implies that for any $j$,

$$\sum_{v,w} e^{S_n φ(x(j,v,w))} \geq n^{-1/5} \left( \sum_v e^{S_{2jf(n)} φ(v)} \left( \sum_w e^{S_{n-2jf(n)-f(n)} φ(w)} \right) \right)^{10} \geq e^{P(X,T,φ)(n-f(n))} n^{-3/5} \geq e^{nP(X,T,φ)n^{-4/5}}.$$  

Then there exists a set $T(j)$ of pairs $(v,w)$ so that all use the same gap $i_j \leq f(n)$, and

$$\sum_{v,w \in T(j)} e^{S_n φ(x(j,v,w))} \geq (f(n))^{-1} e^{nP(X,T,φ)n^{-4/5}}.$$  

We claim that the set $Z = \bigcup_{j=1}^{[(n-f(n))/2f(n)]} \{ x(j,v,w) : (v,w) \in T(j) \}$ is $(n, η)$-separated. To see this, choose any triples $(j,v,w) ≠ (j',v',w')$ with $(v,w) \in T(j)$ and $(v',w') \in T(j')$. We break into the cases $j = j'$ and $j ≠ j'$, and for brevity write $x = x(j,v,w)$ and $x' = x(j',v',w')$.

If $j = j'$, then either $v ≠ v'$ or $w ≠ w'$, and since $V_i$ and $W_i$ are $(i, δ/3)$-separated for all $i$, either $d(T^k v, T^k v') > δ/3$ for some $0 ≤ k < 2jf(n)$ or $d(T^k w, T^k w') > δ/3$ for some $0 ≤ k < n-f(n)-2jf(n)$. In the first case, since $x$ $η$-shadows $v$ for its first $2jf(n)$ iterates and $x'$ $η$-shadows $v'$ for its first $2jf(n)$ iterates (recall that $j = j'$), $d(T^k x, T^k x') > δ/3-2η ≥ η$. The second case is trivially similar, using the $η$-shadowing of $w$ and $w'$ and the fact that since $(v,w), (v',w') \in T(j)$, the gaps used for $x$ and $x'$ are equal.

Now suppose that $j ≠ j'$, and without loss of generality assume $j < j'$. Recall that $i_j$ denotes the gap used in the construction of $x$. Then by definition of $x$, $T^{2jf(n)+i_j} x$ $η$-shadows $w$ for $n-2jf(n)-f(n) ≥ (2j'-2j)f(n) - i_j + 1$ iterates. Since $w \in W_{n-f(n)-2jf(n)} \subset W$, fewer than $\frac{5}{4}(2j'-2j)f(n) - i_j + 1$ of the first $(2j'-2j)f(n) - i_j + 1$ iterates of $w$ are in $U$. Therefore, more than a proportion of $\frac{3}{5}$ of the points $\{T^{m}x : 2jf(n) + i_j ≤ m ≤ 2j'f(n)\}$ are within distance $η$ of $U^c$.

Similarly, by definition, $x'$ $η$-shadows $v'$ for $2jf(n) ≥ (2j'-2j)f(n) - i_j + 1$ iterates. Since $v' \in V_{2jf(n)}$, $T^{2jf(n)} v' \in V$, and so the proportion of the first $(2j'-2j)f(n) - i_j + 1$ iterates under $T^{-1}$ of $T^{2jf(n)} v'$ which are in $U^c$ is less than $\frac{2}{5}$. Therefore, more than a proportion of $\frac{4}{5}$ of the points $\{T^{m}x' : 2jf(n) + i_j ≤ m ≤ 2j'f(n)\}$ are within distance $η$ of $U^c$. So, there exists $k \in [2jf(n) + i_j, 2j'f(n)]$ so that $d(T^k x, U^c), d(T^k x', U^c) < η$. By definition of $η$, $d(U^c, U^c) ≥ 3η$. Therefore, $d(T^k x, T^k x') > η$. 


In either case, we’ve shown that there exists 0 \leq k < n for which \( d(T^k x, T^k x') > \eta \), and so \( Z \) is \((n, \eta)\)-separated as claimed. Then,

\[
\sum_{x \in Z} e^{S_n \phi(x)} = \sum_{j=1}^{[(n-f(n))/2f(n)]} \sum_{(v,w) \in T(j)} e^{S_n \phi(x(j,v,w))} \geq (11) \frac{n - f(n)}{2f(n)^2} e^{\eta P(X,T,\phi)} n^{-4/5}.
\]

As before, we can use Lemma 3.11 to pass to \( T' \subseteq T \) which is \((n, \delta)\)-separated and for which

\[
\sum_{x \in T'} e^{S_n \phi(x)} \geq \frac{n - f(n)}{2f(n)^2} (M(\eta))^{-1} e^{\eta P(X,T,\phi)} n^{-4/5},
\]

implying that

\[
Z(X, T, \phi, n, \delta) \geq \frac{n - f(n)}{2f(n)^2} (M(\eta))^{-1} e^{\eta P(X,T,\phi)} n^{-4/5}.
\]

However, this will contradict Corollary 4.4 or 4.6 for large \( k \). Therefore, our original assumption of multiple equilibrium states on \( X \) was false, and \( X \) has a unique equilibrium state, which we denote by \( \mu \).

It remains to show that \( \mu \) is fully supported, and so for a contradiction assume that there is a nonempty open set \( U \subset X \) with \( \mu(U) = 0 \). Then the set \( Y \) of points whose orbits under \( T \) never visit \( U \) has \( \mu(Y) = 1 \), and \( Y \) contains some open ball \( B_p(y) \). Define \( \eta = \min(\delta/9, \rho/3) \). By the definition of anchor sequence, there exists \( K \) so that for \( k \geq K \), \( f(n_k), g(n_k) < \frac{1}{M(X,T,\phi) + 3 \ln n_k} \).

By Theorem 4.7, for every \( n \) there exists an \((n, \delta/3)\)-separated set \( Y_n \subseteq Y \) with

\[
(12) \sum_{x \in Y_n} e^{S_n \phi(x)} \geq C e^{\eta P(X,T,\phi)} - g(n),
\]

where \( C = (2M(\delta/3))^{-1} \).

Now, we will again use non-uniform transitivity to obtain a contradiction to one of Corollary 4.4 or Corollary 4.6. Choose \( k \geq K \) and denote \( n := n_k \). Then, for any integer \( j \) in \([1, \frac{n-2f(n)}{2f(n)}]\), any \( v \in U_{2jf(n)} \), and any \( w \in U_{n-(2j+2)f(n)-1} \), we use non-uniform transitivity to choose \( z(j,v,w) \in X \) which \( \eta \)-shadows \((v, y, w)\) for \((2jf(n), 1, n - (2j + 2)f(n) - 1)\) iterates, with gaps \((i, i')\) both less than or equal to \( f(n) \). We first note that for all \( j, v, w, \)

\[
S_n \phi(z(j,v,w)) \geq S_{2jf(n)} \phi(v) + S_{n-(2j+2)f(n)-1} \phi(w) - |m| (2f(n)+1) - g(2jf(n)) - g(n-(2j+2)f(n)-1) \\
\geq S_{2jf(n)} \phi(v) + S_{n-(2j+2)f(n)-1} \phi(w) - |m| (2f(n)+1) - 2g(n) \\
\geq S_{2jf(n)} \phi(v) + S_{n-(2j+2)f(n)-1} \phi(w) - 1/3 \ln n.
\]
Then, for any $j$,
\[
\sum_{v,w} e^{S_n \phi(z(j,v,w))} \geq n^{-1/3} \left( \sum_v e^{S_{2j} \phi(v)} \right) \left( \sum_w e^{S_{n-(2j+2)f(n)-1} \phi(w)} \right) \geq C^2 e^{(n-2f(n)-1)P(X,T,\phi)} \geq C^2 e^{P(X,T,\phi)n^{-1/3}} \geq C^2 e_{nP(X,T,\phi)n^{-2/3}}.
\]

(12)\]

Then there exists a set $U(j)$ of pairs $(v,w)$ so that all use the same gaps $i_j, i'_j \leq f(n)$, and
\[
\sum_{v,w \in U(j)} e^{S_n \phi(z(j,v,w))} \geq (f(n))^{-2} C^2 e_{nP(X,T,\phi)n^{-2/3}}.
\]

We claim that the set $Z = \bigcup_{j=1}^{(n-f(n))/2f(n)} \{ x(j,v,w) : (v,w) \in U(j) \}$ is $(n, \eta)$-separated. To see this, choose any triples $(j,v,w) \neq (j',v',w')$ with $(v,w) \in U(j)$ and $(v',w') \in U(j')$. We break into the cases $j = j'$ and $j \neq j'$, and for brevity write $z = z(j,v,w)$ and $z' = z(j',v',w')$. If $j = j'$, then the proof that there exists $0 \leq k < n$ for which $d(T^k z, T^k z') > \eta$ is the same as was done above in the proof of uniqueness of $\mu$ (again, recall that $z$ and $z'$ both use the same gap $j$.) If $j \neq j'$, then without loss of generality we assume $j < j'$, and recall that $i_j$ denotes the first gap used for $z$. Then by definition of $z$, $d(T^{2j}f(n)+i_j+1)z, y) < \eta$. Similarly, since $2jf(n) + i_j + 1 < 2jf(n)$, $d(T^{2j}f(n)+i_j+1, z', T^{2j}f(n)+i_j+1) < \eta$ by definition of $z'$. Recall that $v \in Y$, and so $T^{2j}f(n)+i_j+1v \notin U \implies d(T^{2j}f(n)+i_j+1v, y) > \rho \geq 3\eta$. Then, $d(T^{2j}f(n)+i_j+1, z', y) > 2\eta$, and so $d(T^{2j}f(n)+i_j+1, z', T^{2j}f(n)+i_j+1) > \eta$, completing the proof that $Z$ is $(n, \eta)$-separated. Then,
\[
\sum_{x \in Z} e^{S_n \phi(x)} = \sum_{j=1}^{(n-f(n))/2f(n)} \sum_{(v,w) \in U(j)} e^{S_n \phi(z(j,v,w))} \geq (n-f(n)) C^2 e_{nP(X,T,\phi)n^{-2/3}}.
\]

Again we use Lemma 3.11 to pass to $Z' \subseteq Z$ which is $(n, \delta)$-separated and for which
\[
\sum_{x \in Z'} e^{S_n \phi(x)} \geq \frac{n-f(n)}{2f(n)^3} C^2 M(\eta)^{-1} e_{nP(X,T,\phi)n^{-2/3}},
\]

implying that
\[
Z(X,T,\phi,n,\delta) \geq \frac{n-f(n)}{2f(n)^3} C^2 M(\eta)^{-1} e_{nP(X,T,\phi)n^{-2/3}}.
\]

However, this will contradict Corollary 4.4 or 4.6 for large enough $k$. Therefore, our assumption was incorrect and $\mu$ is fully supported.

\[\square\]

5. Examples

Here we present some examples of $(X,T)$ and $\phi$ satisfying our hypotheses for which we believe our results to give the first proof of uniqueness of equilibrium state. We begin with $(X,T)$ with weakened specification properties. The following
class of subshifts is defined in [17], which as usual are endowed with \( T \) the left shift map.

**Example 5.1.** Given any alphabet \( A = \{0,1,\ldots,k\} \) and increasing subadditive \( h : \mathbb{N} \to \mathbb{N} \), the **bounded density shift** associated to \( k \) and \( h \), denoted \( X_{k,h} \), is the set of all \( x \in A^\mathbb{Z} \) so that for all \( i \in \mathbb{Z} \) and \( n \in \mathbb{N} \), 

\[
\sum_{i} x(i) + \ldots + x(i+n-1) \leq h(n) \tag{17}
\]

By subadditivity, for any bounded density shift, \( h(n)/n \) approaches some constant \( \alpha \) (called the gradient), and \( h(n) \geq n\alpha \) for all \( n \). It was shown in [17] that \( X_{k,h} \) has specification if and only if \( \alpha > 0 \) and \( h(n) - n\alpha \) is bounded.

**Theorem 5.2.** If \( h(n) = n\alpha + e(n) \), where \( e(n) \) is increasing, then \( (X_{k,h},T) \) has non-uniform specification with gap bounds \( f(n) := 2e(n)/\alpha \).

*Proof.* We first recall that since \( (X_{k,h},T) \) is a subshift, it is expansive for a constant \( \delta \) where \( d(x,y) \leq \delta \implies x(0) = y(0) \). This means that \( \delta \)-shadowing any \( x \) for \( n \) iterates is the same as agreeing with \( x \) for \( n \) letters. This means that the claimed non-uniform specification is implied by the following: for any \( w_1, \ldots, w_k \in \mathcal{L}(X_{k,h}) \), with lengths \( n_1, \ldots, n_k \) and for any \( n_1, \ldots, n_{k-1} \) with \( n_i \geq \max(2e(n_i)/\alpha, 2e(n_i+1)/\alpha) \) 

\[
\sum_{i} n_i \geq (e(n_i) + e(n_i+1))/\alpha, \text{ the word } w = w_10^{n_1}w_20^{n_2}0^{n_3}\ldots0^{n_{k-1}}w_k \text{ is in } \mathcal{L}(X_{k,h}).
\]

Consider any such \((w_i), (n_i), \) and \((m_i)\). It suffices to show that for every subword \( v \) of \( w \), the sum of the letters of \( v \) is less than or equal to \( h(|v|) \). Since \( h \) is nondecreasing, it clearly suffices to consider only the case where \( v \) neither begins nor ends with a subword of some 0\(^m\). We can then write \( v \) as

\[
v = s0^{m_1}w_i \ldots w_j0^{m_j}p,
\]

where \( 1 < i < j < k - 1 \), \( s \) is a suffix of \( m_{i-1} \) (say of length \( a \)), and \( p \) is a prefix of \( m_{j+1} \) (say of length \( b \)). Since each \( w_i \) was in \( \mathcal{L}(X_{k,h}) \), the sum of the letters of any \( w_i \) is at most \( h(n_i) \). The sum of the letters of \( v \) is then less than or equal to \( h(a) + h(n_i) + \ldots + h(n_j) + h(b) \). Also,

\[
h(|v|) = h(a+m_i+n_i+\ldots+n_j+m_j) \geq \alpha(a+m_i+n_i+\ldots+n_j+m_j+b) \geq \alpha(a+n_i+\ldots+n_j+b) + e(a)+e(n_i)+\ldots+e(n_j)+e(b) \geq h(a)+h(n_i)+\ldots+h(n_j)+h(b).
\]

Therefore, the sum of the letters of \( v \) is less than or equal to \( h(|v|) \). Since \( v \) was arbitrary, \( w \) is in \( \mathcal{L}(X_{k,h}) \), completing the proof. \( \square \)

We do not believe that uniqueness of measure of maximal entropy is known for any bounded density shift without specification. Theorem 1.2, however, yields the following corollary (by taking \( \phi = 0 \)).

**Corollary 5.3.** Any bounded density shift \( (X_{k,h},T) \) with \( h(n) = n\alpha + e(n) \) for \( e(n) \) nondecreasing with \( \liminf_{n \to \infty} e(n)/\ln n = 0 \) has a unique measure of maximal entropy (which is fully supported and has the K-property).

We also present a class of subshifts with non-uniform transitivity (but not non-uniform specification) to which our results apply. Interestingly, these subshifts cannot have periodic points, and yet our results imply uniqueness of the equilibrium state.

**Example 5.4.** Fix any Sturmian subshift \( S \) (see Chapter 6 of [8] for an introduction to Sturmian subshifts) and sequence of integers \( \{n_k\} \) where \( n_k \geq 2n_{k-1} + 2k \) for every \( k \). Define the associated subshift \( X_{S,\{n_k\}} \) as the set of all \( x \in \{0,1\}^\mathbb{Z} \) so that
for every \( i \in \mathbb{Z} \) and \( k \in \mathbb{N} \), the word \( x(i) \ldots x(i + n_k + 2k - 1) \) contains a \( k \)-letter word in the language of \( S \).

**Remark 5.5.** Note that by definition, for any \( x \in X_{S,\{n_k\}} \), the orbit closure of \( x \) contains a point of \( S \). Since Sturmian shifts contain no periodic points, this means that \( X_{S,\{n_k\}} \) contains no periodic points. We also show that \( X_{S,\{n_k\}} \) cannot have non-uniform specification. Suppose for a contradiction that \( X_{S,\{n_k\}} \) has non-uniform specification with gap bounds \( f(n) \). Choose any \( x \in X_{S,\{n_k\}} \) with \( x(0) = 0 \). Then by taking limits of points which \( \delta \)-shadow \((x,\ldots,x)\) for \((1,\ldots,1)\) iterates with gaps \((f(1),\ldots,f(1))\), we see that \( X_{S,\{n_k\}} \) must contain a sequence \( y \) of the form \( \ldots 0w_{-1}0w_00w_10 \ldots \), i.e. \( y(m(1 + f(1))) = 0 \) for all \( m \in \mathbb{Z} \). Then the orbit closure of \( y \) contains some \( s \in S \), which also has the property that \( s(m(1 + f(1))) = 0 \) for all \( m \in \mathbb{Z} \). However, this is impossible; Sturmian shifts have a unique invariant measure with respect to which all powers are ergodic, and so the existence of \( s \) would contradict the ergodic theorem.

**Theorem 5.6.** If \( \lim_{n \to \infty} \frac{\ln n_k}{n} = \infty \), then \( (X_{S,\{n_k\}},T) \) has non-uniform transitivity with gap bounds \( f(n) \) satisfying \( \lim_{n \to \infty} \frac{f(n)}{\ln n} = 0 \).

**Proof.** Consider any such \( S,\{n_k\} \), and associated subshift \( X = X_{S,\{n_k\}} \). We claim that \( (X,T) \) has non-uniform transitivity with gap bounds \( f(n) \) where \( f(n) = 2k \) for the minimal \( k \) where \( n \leq n_k \). This implies the desired result, since clearly \( \lim_{n \to \infty} \frac{f(n)}{\ln n} = 0 \) if \( \lim_{n \to \infty} \frac{\ln n_k}{n} = \infty \). As above, \( \delta \)-shadowing orbit segments is just the same as containing words from the language, so it suffices to show that for any \( v, w \in \mathcal{L}(X) \) with \(|v| = |w| \leq n_k \), there exists \( u \) with \(|u| = 2k \) so that \( vwv \in \mathcal{L}(X) \).

Since \( v \) and \( w \) can be extended on the left and right to words of length \( n_k \) in \( \mathcal{L}(X) \), it suffices to treat only the case \(|v| = |w| = n_k \); choose any such \( v, w \). Of the prefixes of \( v \), choose the one with maximal length which is in \( \mathcal{L}(S) \), and denote it by \( p_v \). Similarly define a prefix \( p_w \) of \( w \), and suffixes \( s_v \) and \( s_w \) of \( v \) and \( w \) respectively. Since \( p_v, s_w \in \mathcal{L}(S) \), there exist a left-infinite sequence \( x \) and a right-infinite sequence \( y \) for which \( x p_v, s_w y \in \mathcal{L}(S) \). Similarly, since \( s_v, p_w \in \mathcal{L}(S) \), there exist \( s, t \) with length \( k \) so that \( s v s t p_w \in \mathcal{L}(S) \). We claim that \( v x s t w y \in X \), which will imply that \( v w v \in \mathcal{L}(X) \), completing our proof by taking \( u = st \).

For this proof, we need to show that for every \( j \) and every \((n_j + 2j)\)-letter subword \( z \) of \( v x s t w y \), \( z \) contains a word in \( \mathcal{L}(S) \). We break into cases, and first treat the case where \( j > k \). Then \( z \) has length \( n_j + 2j > 2n_{j-1} + 4j \geq 2n_k + 2k + 2j \). Then \( z \) must contain a \( j \)-letter subword of either \( x \) or \( y \), which by definition is in \( \mathcal{L}(S) \).

Suppose instead that \( j \leq k \). If \( z \) contains letters from both \( s \) and \( t \), then it contains a \( j \)-letter subword of one of them, which is in \( \mathcal{L}(S) \). The remaining case is where \( z \) is a subword of either \( x v s t w y \); without loss of generality, we assume the latter. If \( j = k \), then since \(|z| = 2n_k + 2k > n_k + 2k \), \( z \) contains either a \( j \)-letter subword of \( t \) or \( y \), which is in \( \mathcal{L}(S) \). So, we from now on assume \( j < k \). This means that we can write \( z = qr \), where either \( q \) is a suffix of \( t \) and \( r \) is a prefix of \( w \) or \( q \) is a prefix of \( w \) and \( r \) is a prefix of \( y \); without loss of generality, we assume the former.

If \(|q| + |p_w| \geq j \), then the \( j \)-letter prefix of \( z = qr \) is a subword of \( t p_w \in \mathcal{L}(S) \), so it would be in \( \mathcal{L}(S) \) as well. The only remaining case is \(|q| + |p_w| < j \). We claim that here, \( r \) contains a \( j \)-letter word in \( \mathcal{L}(S) \). To see this, recall that \( w \) was in \( \mathcal{L}(X) \), and so there exists \( q' \) with \(|q'| = |q| \) so that \( q' w \in \mathcal{L}(X) \). In particular, this
means that \( q'r \), which is a subword of \( q'w \) with length \( n_j + 2j \), contains a \( j \)-letter word in \( \mathcal{L}(S) \). If this word was not entirely contained in \( r \), then it would contain a prefix of \( w \) of length \( |p_w| + 1 \), which would be in \( \mathcal{L}(S) \), contradicting maximality of \( p_w \) in its definition. So, we know that \( r \) contains a \( j \)-letter word in \( \mathcal{L}(S) \), implying that \( z = qr \) does as well. This shows that \( vw \in \mathcal{L}(X) \) (for \( u = st \)), completing the proof.

Finally, we present a simple condition on a potential \( \phi \) which guarantees slowly growing partial sum variation bounds, in the spirit of a proposition from [2]. The proof is essentially identical to the one given in [2], and so we omit it here.

**Theorem 5.7.** For \((X,T)\), a potential \( \phi \), \( n \in \mathbb{N} \), and \( \eta > 0 \), define \( \text{Var}(X,T,\phi,n,\eta) \) to be the maximum of \( |\phi(x) - \phi(y)| \) over pairs \((x,y)\) where \( d(T^ix,T^iy) < \eta \) for all \( |i| \leq n \). Then \( \phi \) has partial sum variation bounds \( g(n) \) at scale \( \eta \) defined by

\[
g(n) = 2 \sum_{i=0}^{\lfloor n/2 \rfloor} \text{Var}(X,T,\phi,n,\eta).
\]

The following is an immediate corollary of Theorem 5.7 and Lemma 3.2.

**Corollary 5.8.** If \((X,T)\) is expansive, \( \phi \) is a potential, \( \eta > 0 \), and \( \phi \) is a potential with \( \lim_{n \to \infty} n \text{Var}(X,T,\phi,n,\eta) = 0 \), then \( \phi \) has partial sum variation bounds \( g(n) \) satisfying \( \lim_{n \to \infty} g(n)/\ln n = 0 \).

It is simple to construct potentials for which \( \text{Var}(X,T,\phi,n,\eta) \) grows as slowly as desired; the following is one example.

**Example 5.9.** For any increasing \( h : \mathbb{N} \to \mathbb{R}^+ \) and the full shift \((X,T)\) on symbols 0 and 1, define a potential \( \phi_h \) by \( \phi_h(x) = \frac{1}{n(k)} \), where \( k \) is the maximal integer where \( x(−k) = \ldots = x(k) \). (If \( x \) consists entirely of 0s or 1s, then \( \phi(x) = 0 \).)

**Lemma 5.10.** If \( \lim_{n \to \infty} h(n)/n = \infty \), then \( \phi_h \) satisfies the hypotheses of Corollary 5.8. If \( \frac{1}{h(n)} \) is not summable, then \( \phi_h \) is not Bowen.

**Proof.** We claim that \( \text{Var}(X,T,\phi_h,n,\delta) = \frac{1}{h(n)} \). To see this, first note that a pair \((x,y)\) satisfies \( d(T^ix,T^iy) < \delta \) for \( |i| \leq n \) if \( x(−n) \ldots x(n) = y(−n) \ldots y(n) \). If \( \phi_h(x) = \frac{1}{n(k)} \) for some \( i < n \), then \( x(−i) = \ldots = x(i) \) and either \( x(−(i+1)) \) or \( x(i+1) \) is not equal to \( x(0) \). The same is then true of \( y \), so \( \phi_h(y) = \phi_h(x) \).

Therefore, if \( \phi_h(x) \neq \phi_h(y) \), then both are less than or equal to \( \frac{1}{h(n)} \), so \( |\phi_h(x) - \phi_h(y)| \leq \frac{1}{h(n)} \), implying \( \text{Var}(X,T,\phi_h,n,\delta) \leq \frac{1}{h(n)} \). Finally, \( x = 0^2 \) and \( y \) defined by \( y(i) = 0 \) if \( |i| \leq n \) have \( |\phi_h(x) - \phi_h(y)| = \frac{1}{h(n)} \), so \( \text{Var}(X,T,\phi_h,n,\delta) = \frac{1}{h(n)} \).

Since \( \lim_{n \to \infty} h(n)/n = \infty \), \( \lim_{n \to \infty} n \text{Var}(X,T,\phi_h,n,\delta) = 0 \), and so \( \phi_h \) satisfies the hypotheses of Corollary 5.8.

Similarly to above, take \( x = 0^2 \) and \( y \) defined by \( y(i) = 0 \) if \( i \geq 0 \). Then \( d(T^ix,T^iy) < \delta \) for \( 0 \leq i < n \), and \( |S_n\phi_h(x) - S_n\phi_h(y)| = \sum_{i=1}^{n} \frac{1}{n(k)} \). It is then clear that if \( \frac{1}{h(n)} \) is not summable, then \( \phi_h \) does not have the Bowen property, completing the proof.
Theorems 1.2 and 1.3 then provide uniqueness of equilibrium state, its full support, and sometimes the $K$-property, for many of these examples, including measures of maximal entropy for various bounded density shifts and the shifts $X_{S,(n_k)}$ of Example 5.4. However, the easiest new application is probably the uniqueness of equilibrium state for any expansive $(X,T)$ with weak specification and any $\phi$ satisfying Corollary 5.8.

This even includes examples on manifolds. For instance, if $X = [0,1)$ and $T: x \mapsto 2x \pmod{1}$, then though $(X,T)$ is non-invertible, its natural extension is invertible and has weak specification (for $f = 0$). A simple example of $\phi$ on $(X,T)$ which is not Bowen but has unique equilibrium state by Corollary 5.8 is $\phi(x) = \frac{1}{1+\log(1/x) \log \log(1/x)}$.
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